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Summary 
The nonlinearity of a power amplifier or loudspeaker in a large- 
signal situation gives rise to a nonlinear distortion of acoustic 
signal. However, recent research has shown that the acoustic 
echo path is better to be modeled as a nonlinear system due to 
the nonlinear characteristic of a loudspeaker. This paper deals 
with the reconstruction of a time varying input in a nonlinear 
environment. The time varying signal used in this work is a (TV-
AR) (Time Varying Auto-Regressive) model with stochastic 
parameters and power variations. The synthetic signal generated 
by the (TV-AR) model presented here can be used to simulate 
the speech signal temporal variations. In order to equalize a 
nonlinear channel excited by such signal, we use a modified 
version of NLMS (Normalized Least Mean Square) algorithm 
which depends of instantaneous power of the (TV-AR) signal. 
The simulation results shows that this modified version of 
NLMS offers a better solution for equalizing a nonlinear channel 
excited by a time varying input. 
Key words  nonlinear system, time varying signal, equalization, 
adaptive algorithms 

1. Introduction 

Most of the adaptive echo cancelation techniques 
proposed in literature are based on an assumption that the 
echo path is linear, in which both the room impulse 
response and the power amplifier/loudspeaker considered 
linear [1]. However, harmonic distortion caused by non-
ideal behavior of loudspeakers can significantly affect the 
perceptual quality of audio signals reproduced by the 
loudspeaker. Previous work [2] has shown that 
loudspeaker nonlinearities can be efficiently modeled with 
good accuracy using low-order, truncated Volterra 
systems. The main causes of harmonic distortions in 
loudspeakers are the no uniform flux density of the 
permanent magnet and the nonlinearity of the suspensions. 
Such distortions can be controlled by a careful design that 
imposes expensive constraints or by limiting the output 
power. Another approach that is less expensive and also 
does not limit the output power is to use digital 
equalization techniques. Many techniques are proposed to 
combating intersymbol interference in digital 
communication using nonlinear channel [3], [4]. 
Meanwhile, in an acoustic environment the input signal is 
a speech or audio signal which presents high dynamics. In 

this paper, we use a Time Varying Autoregressive (TV-
AR) model with stochastic parameters variations and 
stochastic power variations. The synthetic signal generated 
by the (TV-AR) model presents characteristics similar to 
that of a speech signal. Hence, this model seems to be a 
good candidate to analyze adaptive filter in speech 
environment. In presence with such signal, the Normalized 
stochastic gradient algorithms family (NLMS, PNLMS, 
Sign LMS …) [5] [6] are usually used in real time 
applications. So, in this paper we present a modified 
version of NLMS algorithm which uses the instantaneous 
power of signal in order to give us a good capacity to 
tracking the variations of input signal and then better 
equalize a nonlinear channel. Computer simulations show 
that the proposed algorithm yields, a good equalization 
performance. The rest of this paper is organized as 
follows: in section 2, we present the time varying model. 
A conception of the Normalized stochastic gradient 
algorithm is given in section 3. The equalization algorithm 
and the performance of the proposed NLMS algorithm are 
given respectively in section 4 and 5. Finally, the section 6 
summarizes the main conclusions of this work. 
 
2. Time Varying Autoregressive (TV-AR) 

Model 

The speech, at discrete time n, can be modeled as the 
output of an AR (Autoregressive) filter of order p, where 
the parameter {ai(n)}i=1:p are time varying and where the 
power σ²ε (n) of the innovation sequence is also time-
varying [7]. We have then: 
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We note A(n) = (a1(n),…,ap(n))T  is the AR parameters vector of 
order p, and nε is the Gaussian excitation with time varying 

variance )(2 nεσ . A first-order Markov variation is supposed for 
the vector parameters: 
                  nnAnA Ω+=+ )( )1( γ                            (2) 

Where nΩ is a stationary white noise characterized by 

IE n
T

n
2)( ωσ=ΩΩ ( I is the p order identity matrix). A first-
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order Markov model is used to describe the logarithm variation 
of the excitation variance. Then, with 
                      ))(log()( 2 nn εε σ=Φ                            (3) 
We have  
              nunn ++Φ=+Φ )log()( )1( αβ εε           (4) 

where nu is a Gaussian noise with variance 2
uσ . 

By varying ( 22 ,,,, wu σσγβα ) parameters, we can model various 
contexts of speech non stationarities, slow or rapid. Indeed, on 
the figure 1, we can represent the evolution of a synthetic signal 

nx for α=0.955, β=0.998, γ=0.98, σ²u=0.0089, σ²w=0.5. 

 
Fig.1 Time Varying Signal 

  
3. The conception of the Modified 

Normalized Stochastic Gradient Algorithm 

In this section, we analyze essentially the influence of 
signal power variation, onto the compute of the critical 
step size which will govern the modified NLMS 
(Normalized Least Mean Square) equalizer algorithm. 
 
3.1 The critical step size 
 
The time evolution of an adaptive transversal equalizer 
filter Wn of length q is ensured by stochastic gradient 
family algorithm according to the following equation: 
                         nnnnn YeWW μ+=+1                    (5) 

                          n
T
nnn YWxe −=                         (6) 

Where Wn=(w1(n),…,wq(n)), Yn=(y1(n),…,yq(n)) is the 
output vector of length q. The µµLMS

n =  is a constant step 

size for the LMS algorithm and 
n

T
n

NLMS
n

YY
µµ = for the 

standard Normalized LMS algorithm (NLMS). The 
convergence analysis of this algorithm is made through 
the analysis of the time evolution of the deviation vector 
between the adaptive and optimal equalizer filter given by 
the following expression 

optnn HHV −=  

We deduce 

n
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where the optimal error is n
T
optn

opt
n YHxe −=  . If we 

compute the mean of the deviation vector, we find 
)())(()( 1 n

T
nnn VEYY킙IVE −=+  

When the classical independence between observation 
vectors nY is supposed. Note that in the case of non 
stationary inputs, the autocorrelation matrix 

)()( T
nny YYEnR = is not Toeplitz because we haven’t a 

wide sense stationary input. For example, for white input 
)0( 2 =wσ and q=2 we have: 
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If we suppose qii ...,1, =λ are the eigenvalues of )(nRy , 
then the convergence in mean value was assured by 
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can deduce the expression of critical step size in non 
stationary case: 
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The NS
cµ is the critical step size in non stationary case. 

This analysis shows that the classical normalization by 
2
yqσ or by its rough estimation T

nnYY is false in particular 
for a long impulse response of the equalizer i.e. as q 
increases. That is that the use of the classical NLMS 
algorithm is not suited for temporal variation of the signal 
is close to that of the speech signal. In order to compute 
the critical step size, we need to compute the 
instantaneous power of the input signal of the equalizer for 
having a good performance. 
 
3.2 The power of TV-AR signal ny   
 
We have  
                          n

T
nn bHXy +=                           (8) 
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We compute the expectation of equation 9, we have 
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If we note, )( THHE by 2
Hσ   and pH the order of the filter 

H, we will have the following expression, 
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As we can see in the expression 11 the instantaneous 
power of the input of the equalizer depends to the 
instantaneous of the input signal nx which is a TV-AR 
signal. For that, we need also computing the instantaneous 
power of the signal nx . We will give afterward an explicit 
expression of the power of the TV-AR input signal nx . 
The matrix formulation of the equation 1 gives: 
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where 10 << γ . So,  
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If we compute the expectation of equation 14,  
we have: 
             )()()( 22 nXAAXExE n

T
nn

T
nn εσ+=     (15) 

and  
        T

nnnn
T
nn BABAAA ))(( 1111 −−−− ++= γγ    (16) 

            IAAEAAE b
T
nn

T
nn

2
11

2 )()( σγ += −−      (17) 
where I is the identity matrix of order p.  

For a great value of N, we have: IAAE bT
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The figure 2 shows the input TV-AR signal with length 
10000 and the figure 3 the associated critical step size. 

 
Fig.2 The original Time Varying input Signal 

 
Fig.3 Variation of the critical step size 

 
3.3 The modified NLMS algorithm updates 
equations 
 
Based on the results from the estimate of the power of the 
time varying signal given in (19) which will govern the 
expression of the critical step size in a non stationary 
environment given in (7), the modified NLMS equalizer 
algorithm can be implemented. The update equations of 
the proposed algorithm are given by the following 
equations: 
                                nnnn WYxe −=                   (20) 
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Where nx the original input, nY is a vector formed by the 
outputs of nonlinear system and nW is a vector which 
contains the equalizer coefficients. 
 
4. Equalizability Conditions 
 
In this section, we will present the conditions of 
equalization for the nonlinear channel excited by a time 
varying input. For that, we will use the relaxed conditions 
given in [8]. This deterministic approach gives conditions 
of existence of left inverse for a nonlinear system. In fact, 
in this paper we consider a nonlinear system modeled by a 
Volterra representation whose input-output relation is 
given by: 

)()1()()1()( 3
3

3
210 nwnxhnxhnxhnxhyn +−++−+=  

Where the coefficients ih are constant real numbers and 
)(nw is an additive white Gaussian noise. The above 

equation can be used to model a satellite channel.  The 
tangent system, obtained using the Kähler differentials is 
then given by 
 
                )1()()( −+= ndxndxndy nn βα           (23)  



IJCSNS International Journal of Computer Science and Network Security, VOL.9 No.8, August 2009 

 

315

where 
                        )(3 2

20 nxhhn +=α                   (24) 

                        )1(3 2
31 −+= nxhhnβ               (25) 

Recalling the filtration (Hr) associated to the above time 
varying system, we have for r =0, 
 

H0=spanK(yn){dy(n)}, 
Now 
 

dim H0= rk [αn βn]=1, 
since .0 and n ≠βα n Next, for r=1, we have 
H1=spanK(yn){dy(n),dy(n-1)}and dim H1 is equal to the 
rank of the sylvester  matrix 
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Also, since 0or  0 11 ≠≠ −− nnnn ββαα , this rank is equal to 
2. We may check that αnαn-1≠0 or βnβn-1≠0, for all integer n, 
then  
 

dim Hr=r+1,  
 
and therefore, dim Hr+1 - dim Hr=1=number of inputs. So, 
we can say that the nonlinear left invertibility of system is 
achieved and we can equalize the concerned system. 
 
5. Simulation Results 
 
In this section, we consider the following nonlinear 
channel such that input-output relationship is given by: 
y(n)=h0u(n)+h1u(n-1)+h2u3(n)+h3u3(n-1)+w(n), 
w(n) is an additive white Gaussian noise with  SNR = 25 
dB. The channel coefficients are given 
by [ ]0.5-   0.2   0.43-  31.1−=H . The time varying input 
of this nonlinear channel is a TV-AR signal which is 
composed by 10000 iterations as depicted in figure 2. The 
output of equalizer, denoted by û(n) 
is given as follow: 

∑∑∑
= ==

−−+−=
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Since, we use a modified version of the NLMS algorithm 
the value of the step size µ is equal to 0.0006 in equation 
21. The performance of equalization is given in term of 
the Mean Square Error (MSE) criterion, )))()((( 2nûnxE − , 
obtained over 100 independents trials. As we can show in 
figure 4. which represents the MSE in dB versus number 
of iterations, we can say that this modified version of 
NLMS compared to the classical NLMS equalizer, can be 
considered as a good candidate in order to perform the 

equalization of nonlinear channel excited by a time 
varying input. In addition, we have presented in figure 5. 
the output of the equalizer governed by the modified 
NLMS equalizer and we can see that the equalization 
performance is good in term of tracking the time variation 
of the input signal. Finally, the figure 6. shows the gain 
between the classical NLMS equalizer and the modified 
NLMS equalizer. In fact, such simulation results show that 
the use of the modified version of the NLMS equalizer is 
more appropriate in the case of time varying inputs. 

 
Fig 4. MSE (dB) versus Number of iterations 

 

 
Fig 5. Equalizer output 

 

 
Fig 6. The gain between the classical NLMS and Modified NLMS 

equalizers 
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6. Conclusion 
 
 In this paper, we have presented a modified version of 
NLMS algorithm which can be used in order to equalize a 
nonlinear channel excited by a time varying input. The 
main advantage of this algorithm is the use of the 
instantaneous power of the time varying input signal. The 
time variation of the input is according to the (TV-AR) 
model, which presents a similar characteristic of a speech 
or audio signal. The simulation results show that this 
algorithm is more appropriate to equalize a nonlinear 
channel excited by a time varying inputs. 
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