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Summary 
Allocation of data or fragments in distributed database is a 
critical design issue and requires the most effort. It has the 
greater impact on the quality of the final solution and hence the 
operational efficiency of the system. Performance of the 
distributed database system is heavily dependent on allocation of 
data among the different sites over the network. The static 
allocation provides only the limited response to the change in 
workload. So, choosing an appropriate technique for allocation 
in the distributed database system is an important design issue. 
In this paper, a new dynamic data allocation algorithm for 
non-replicated distributed database system has been proposed. 
The proposed algorithm reallocates data with respect to the 
changing data access patterns with time constraint. This 
algorithm will decrease the movement of data over the network 
and also improve the overall performance of the system. 
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1. Introduction 

Due to demand for system availability, autonomy, and 
enabled by advances in database and communication 
technology, distributed database systems are becoming 
wide-spread [8]. Distributed database technology is one of 
the most important developments of the past two decades. 
The maturation of database management systems 
technology has coincided with significant developments in 
distributed computing. It resulted in the emergence of 
Distributed Database Management Systems (DDBMS) 
[23].Distributed database is a collection of multiple, 
logically interrelated database distributed over computer 
network and distributed database management system is a 
database management system capable of supporting and 
manipulating distributed database [23]. The basic 
motivations for distributed databases are to improve 
system performance, to increase the availability of data, 
shareability, expandability and access facility. Distributed 
database systems are used in applications requiring access 
to an integrated database from geographically dispersed 
locations. 

The design of distributed databases is an optimization 
problem requiring solutions to following two problems 
[7]: 

• Designing the fragmentation of global relations 
• Designing the allocation of fragments to the sites 

of communication network 
 

The problem of fragmenting the database is 
difficult one in itself and variety of approaches exist for 
fragmenting the database. But, this study concentrates only 
on data (fragments) allocation problem, assuming that the 
database is already fragmented. 

 The problem of allocating data in a distributed 
database system has an important impact upon the 
performance and reliability of the system as a whole [2,10].  
The aim is to store the fragments closer to where they are 
more frequently used in order to achieve best performance. 
So, one key principle in distribution design is to achieve 
maximum locality of data and applications. Since, 
distributed databases enable more sophisticated 
communication between sites; the major motivation for 
developing a distributed database is to reduce 
communication by allocating data as close as possible to 
the applications which use them [8]. Thus in a 
well-designed distributed database 90 percent of the data 
should be found at the local site, and only 10 percent of the 
data should be accessed on a remote site [8]. A poorly 
designed data allocation can lead to inefficient 
computation, high access cost and high network loads 
[23]. 

Various approaches have already evolved for 
allocation of data in distributed database. In most of these 
approaches, data allocation has been proposed prior to the 
design of a database depending on some static data access 
patterns and/or static query patterns. In a static 
environment, where the access probabilities of nodes to 
fragments never change, a static allocation of fragments 
provides the best solution. However, in a dynamic 
environment where these probabilities change over time, 
the static allocation solution would degrade the database 
performance.  

Fragment allocation can further be divided into 
two different categories: redundant or non-redundant [7, 
23]. In a non-redundant allocation exactly one copy of 
each fragment will exist across all the sites, while under a 
redundant allocation, fragments are replicated over 
multiple sites. In this paper a new dynamic data allocation 
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algorithm for non-replicated database systems have been 
introduced which is an extension of [4] and [29] .The 
objective of this work is to design an effective algorithm 
that can generate minimum total data transfer cost 
allocation schemes in changing load environments. The 
rest of the paper is organized as follows. 

Section 2 provides an overview of the related work 
done so far. Section 3 provides the proposed new 
algorithm for non-replicated dynamic allocation of data. 
Section 4 describes the comparison of proposed new 
algorithm with other dynamic approaches. Finally, Section 
5 summarizes the contribution of the study and point out 
direction for further research. 
 
2. Related Work 
 
Many reports have been published on the problem of 
allocation of data to nodes. The file allocation problem 
was first investigated by [10]. [10] developed a global 
optimization model to minimize overall operating costs 
under the constraints of response time and storage capacity 
with fixed number of copies each file. [5] relaxed the 
assumption of fixed number of copies and stressed the 
difference between updates and retrieval. [14] proved that 
[5]’s formulation was NP-Complete and  suggested 
heuristic rather than deterministic approaches be 
investigated. [26] analyzed a file allocation problem in the 
environment of a distributed database for optimization of 
query processing. By introducing replicated file, [27] 
showed how communication cost attributed to joins can be 
minimized. [6] considered the problem of file allocation 
for typical distributed database applications with a simple 
model of transaction execution. 

[3,27] have observed that the fragment allocation 
problem differs from the well-studied file allocation 
problem. [3] considered the allocation of the distributed 
database to the sites so as to minimize total data transfer 
cost and devised a comprehensive approach to allocate 
relations. [27] provides a nonlinear integer programming 
formulation and its linearization. [25] incorporated issues 
like concurrency and queuing costs, while [18] presents a 
max-flow approach. [28] provides an integrated approach 
for fragmentation and allocation.  [28] identified seven 
criteria that a system designer can use to determine the 
fragmentation, replication and allocation.  [9] provides 
approach for allocating fragments by adapting a machine 
learning approach. [24] incorporates a concurrency 
mechanism, and [31] present a replication algorithm that 
adaptively adjusts to changes in read-write patterns. 

[12] provides an approach based on Lagrangian 
relaxation and [16] describes heuristic approaches. Beside 
allocating data, [13] and [20] present a mathematical 
modeling approach and a genetic algorithm-based 
approach to allocate operations to nodes. [22] has 
presented an integer programming formulation for the 

non-redundant version of the fragment allocation problem. 
More recently [15] has given a high-performance 
computing method for data allocation in distributed 
database system. The problem of distributing fragments of 
virtual XML repositories over the Web is considered by [1]. 
[32] has considered the related problem of distributing the 
documents of a Web site among the server nodes of a 
geographically distributed Web server.  

In most of the above approaches, data allocation 
has been proposed prior to the design of a database 
depending on some static data access patterns and/or static 
query patterns. Static allocation of fragments provides the 
best solution where the access probabilities of nodes to 
fragments never change. But, the static allocation solution 
would degrade the database performance in a dynamic 
environment, where these probability change over time.  

Over past few years, work has been introduced 
for dynamic data allocation in database systems. [31] give 
a model for dynamic data allocation for data redistribution. 
In [4] an algorithm is proposed for dynamic data allocation 
algorithm, which reallocates data with respect to bringing 
changing data access pattern. [9] presents an approach 
based on machine learning, [11] considers incremental 
allocation and reallocation based on changes in workload. 
[19] has given a dynamic object allocation and replication 
algorithm with centralized control. [21] incorporated 
security considerations into the dynamic file allocation 
process. In [17] an optimal algorithm for non-replicated 
database systems is proposed. [29] has introduced a 
threshold algorithm for non-replicated distributed 
databases. In the threshold algorithm, the fragments are 
continuously reallocated according to the changing data 
access patterns. In this paper, a new dynamic data 
allocation algorithm for non-replicated distributed 
database system has been proposed which is an extension 
of work carried out by [4] and [29, 30]. The proposed 
algorithm reallocates data with respect to the changing 
data access patterns with time constraint. 
 
3. NEW NON-REPLICATED DYNAMIC 

ALLOCATION OF DATA 
 

A major cost in executing queries in a distributed database 
system is the data transfer cost incurred in transferring 
fragments accessed by a query from different sites to the 
site where the query is initiated [7, 23]. The main objective 
of a data allocation algorithm is to allocate fragments at 
different sites in such a way that the total data transfer cost 
during the execution of a query can be minimized. The 
proposed work is an attempt to decrease the data transfer 
during the execution of a query. 

The proposed algorithm for dynamic allocation 
of data in distributed database system is a variation of 
existing two approaches: Optimal algorithm [4] and 
Threshold algorithm [29]. 
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In optimal algorithm [4], initially all the 
fragments are distributed over the different sites using any 
static data allocation method. After the initial allocation, 
optimal algorithm maintains access counters matrix for 
each locally stored fragment at each node or site. Every 
time an access request is made for the stored fragment then 
the access counter of the accessing node for the stored 
fragment is increases by one. If the accessing node is the 
current owner then there is no problem, otherwise if the 
counter of a remote node is greater than the counter of the 
current owner than move the fragment to the accessing 
node. So, a node having the highest access value for a 
particular fragment is the primary candidate for the 
fragment. The problem of this technique is that if the 
changing frequency of access pattern for each fragment is 
high, then it will spend more time for transferring 
fragments to different sites. 

Threshold algorithm [29] has solved the problem 
of optimal algorithm. In threshold algorithm only one 
counter per fragment is maintained. Threshold algorithm 
guarantees the stay of the fragment for at least (t+1) 
accesses at the new node after a migration, where t is the 
value of threshold. The most important point in this 
algorithm is the choice of threshold value. If the threshold 
value increases then the migration of fragment will be less. 
But, if the threshold value decreases then there will be 
more migration of fragments. But threshold algorithm has 
following problem with its approach: 

• Every time a node is going for a local access, it 
reset the counter of local fragment to zero. 

• Whenever the counter exceeds the threshold 
value, the ownership of the fragment is 
transferred to another node. But, it does not 
specify which node will be the fragment’s new 
owner. 

• It does not give the information about past 
accesses of the fragments. 

• It is not considering the time variable of the 
access pattern. 
The new algorithm will remove all the above 

problems of threshold algorithm. It will reallocate data 
with respect to the changing data access patterns with time 
constraint. The new algorithm will add time constraint to 
the existing threshold technique. While migrating fragment 
from one node to another node, this algorithm will not 
only consider the threshold value but will also consider the 
time of access made to a particular fragment. This 
algorithm is called Threshold and Time Constraint 
Algorithm (TTCA). TTCA is illustrated as follow: 

TTCA Algorithm:- Initially all the fragments are 
distributed over different nodes using any static allocation 
method in non-redundant manner. TTCA maintain a n×m 
counter matrix M, where n denotes the total number of 
fragments and m denotes the total number of nodes or sites. 
Mij is the number of accesses to fragment i by node j. 

 
Step 1:  For each fragment, initialize the counter values 

equal to zero (i.e. set Mij = 0, where i = 1,2,----,n 

and j = 1,2,----,m) 

Step 2:  Process an access request for the stored fragment. 

Step 3:  Increase the corresponding access counter of the 

accessing node by one for the stored fragment 

and also store the time of corresponding access. 

Step 4:  If the accessing node is the current owner, go to 

Step 2. (i.e. Local access, otherwise it is remote 

access). 

Step 5:  If the counter of the remote node is greater than 

the threshold value (t) and all last “t+1” accesses 

are made in a specified time (T) then reset 

corresponding fragment’s counter to zero for all 

the node and transfer the fragment to the node 

who’s counter value was greater than threshold 

value (t). 

Step 6:  Go to step 2. 

 
TTCA will further decrease the migration of 

fragments over different sites as compare to simple 
threshold algorithm. It will migrate only that fragment 
which is most recently accessed for t numbers of times, 
where t is the threshold value. So if we increase the value 
of time variable then the migration of fragment will be 
more. But, if the value of time variable decreases then 
there will be less migration of fragments. 
 
4. COMPARISON 

 
Comparison of TTCA with the optimal and threshold has 
been made on the following three different parameters: 

• Migration Condition 
• Network overhead 
• Storage Cost 

Optimal algorithm migrate the fragment when 
the counter for remote node in the access matrix is greater 
than the counter of the owning node. Threshold algorithm 
migrate the fragment when the counter with particular 
fragment is greater than the threshold value. TTCA 
migrate fragment when the counter of the remote node is 
greater than the threshold value (t) and all last “t+1” 
accesses are made in a specified time (T). 

Optimal algorithm increases the traffic on 
network when changing frequency of access pattern for 
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each fragment is high. Threshold algorithm decreases the 
overhead on the network by limiting the migration of 
fragment. TTCA further decreases the network overhead 
as compare to both optimal and threshold algorithms by 
including both the number of access and most recent 
access conditions for migration of fragments. 

Optimal algorithm uses extra storage cost for 
access counter matrix.  Threshold algorithm required less 
storage cost as compare to optimal algorithm, because it 
stores only one counter for each fragment. But TTCA 
requires more storage as compare to both optimal and 
threshold algorithms, as it stores access counter matrix and 
respective time of particular access. 
 
5. CONCLUSION  
Distributed databases are being increasingly used in 
various organizations, supported by availability of various 
distributed database management system software 
products. The decision on how to distribute organizational 
database using distributed database management system is 
an important issue, affecting both cost and performance. 
Performance of distributed database system is heavily 
dependent on allocation of data among different sites, 
because  major cost in executing queries in a distributed 
database system is the data transfer cost incurred in 
moving data accessed by a query from different sites to 
site where the query is initiated. The static allocation 
provides only limited response to changing workload. This 
paper provides a dynamic algorithm for non-replicated 
distributed database systems. Purposed algorithm will 
decrease the movement of fragment during the reallocation 
process as compare to optimal and threshold algorithms. 
This work is a significant effort to minimize the amount of 
data transferred during processing the application. 
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