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Abstract 
Financial data has been a popular source and used to 
analyze companies' performance. Measures based on 
financial data are many and among these are current ratio, 
quick ratio, net income, working capital, operational 
income, revenue, sales growth, earnings per share, gross 
profit, book value, stock price, and stock volume.  All 
these measures are relevant indicators in measuring 
success.  The use of all relevant indicators in assessing a 
company would present a tremendous burden in terms of 
data collection, analysis, and cost.  Evidence in the 
literature, indicates that there are a limited number of 
critical areas necessary to the successfulness functioning 
of organizations.  In this paper, a method of identifying 
interesting financial indicators is proposed.  The method 
involves several steps: Problem Identification, 
Requirement Gathering, Indicator Extraction, and 
Evaluation. The underlying theory used in the proposed 
method is Rough Set..  The main process in identifying 
relevant indicators is in the Indicator Extraction Phase.  
This phase consists of 6 steps: Data selection, Data 
Preprocessing, Discretization, Split Data, Reduction, and 
Classification.  A dataset of 427 records have been used 
for experimentation.  The datasets which contains 
financial information from several companies consists of 
30 dependant indicators and one independent indicator. 
The major contribution of this work is the extraction 
method for identifying reduced indicators.  Results 
obtained have shown competitive accuracies in classifying 
new cases, thus showing that the quality of knowledge is 
maintained through the use of a reduced set of indicators.  
Keywords: companies’ performance, reduction, 
extraction, rough set 

1. Introduction 
 

Financial indicators have been found to have great 
influence on organizational performance and have been a 
popular measurement in companies’ financial analysis.  
Financial analysis, which focuses on financial information, 
in general, can be categorized into profitability ratio, 
efficiency ratio, and price ratio.  Measures from these 
categories are many and among these are current ratio, 
quick ratio, net income, working capital, operational 
income, revenue, sales growth, earnings per share, gross 
profit, book value, stock price, stock volume, and others 
[1].  These measures have been found to have great 
influence on the performance or companies and are 
indicators of the success of companies.  All these 
measures are relevant indicators in measuring success.  
However, to include all relevant indicators in the 
measurement would present a tremendous burden in terms 
of data collection, analysis, and cost.  Evidence in the 
literature, indicates that there are a limited number of 
critical areas necessary to the successfulness functioning 
of organizations [2]. Three indicators has been commonly 
used [3].  However, not more than seven indicators has 
been recommended [4].  The use of rough set has been 
explored in various financial areas such as prediction of 
business failure [5], stock market analysis [6,7,8] and 
marketing [9].  In terms of feature selection, [10] have 
proposed a novel feature ranking technique using 
discernibility matrix. [11] have applied Rough Set 
technique on a feature selection problem to obtain patterns 
of customers and products. By making use of indicators’ 
information in the discernibility matrix, a fast feature 
ranking mechanism has been produced.  
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This paper attempts to use rough set approach to select 
relevant indicators. A fundamental problem in a 
company’s financial database is whether to use all data in 
analyzing companies performance. Using the concept of 
reduct in rough set theory, the set of interesting indicators 
is determined [12].  Interesting indicators are indicators 
that are more relevant or important than the rest of 
indicators within the database. Computation through 
reducts has been performed to obtain a set of indicators. 
This paper makes use of reduct computation techniques to 
rank and identify a set of interesting indicators. It also 
attempts to show the relevance of using a smaller set of 
indicators as compared to a larger one. The paper is 
organized as follows. The next section, focused on 
proposed method.   Section 3 and 4 present the 
experimental results and conclusion respectively. 
 
2. Related Works 

 
The study of organizational performance has long being 
conducted by many research groups. Growth, profit, net 
income, Earning per share are some indicators that are 
looked at when inquiring about a company's performance.  
A good performance indicates that a company is 
successful and poor performance indicates otherwise.  In 
general, “success” as defined by [13] is “an achievement 
of a desired end, social position or wealth.  In relation to 
an organization, success is when an organization 
accomplishes its objectives that cover long-term 
achievements in terms of survival, effectiveness and 
efficiency, and productivity [14].    
 
Some of the frameworks on company performance that 
have received much attention are Information Economics 
[15], The Balanced Scorecard [16, 17], Business 
Excellence Model [18] and Performance Prism [19]. Each 
framework identifies a set of variables or indicators that 
contribute to the performance of ECC.  These variables 
were gathered from different aspects of an organization. 
Parker and Benson looked at an organization through 
adjusted ROI, business value, IT (Infrastructure) value, 
and risks and uncertainty. Performance Prism, on the 
other hand, focused on people when evaluating 
performance.  According to Kaplan and Norton 
performance measurement of an organization should 
cover all aspects.  That is why he named his method as 
"Balanced Scorecard". He analyzed an organization from 
four different perspective namely internal process, 
customer, innovation, and finance.  Each aspect has 
several indicators that can influence organizational 
performance.  
 
All these approaches used data mainly from surveys, 
interviews, and observations.   Investors, suppliers, 
partners, mergers, and external interested parties, too look 

at companies' performance when making decisions on 
investments matters.  These people seek financial data to 
look for trends, ratios, and other numerical information.  
Financial data has been a popular source and used to 
analyze companies' performance by many research 
companies such as Multex Investor, Media General 
Financial Services Corporate, Nasdaq,and  Reuters. 
Financial analysis, which focuses on financial information, 
in general, can be categorized into profitability ratio, 
efficiency ratio, and price ratio.  Measures from these 
categories are many and among these are current ratio, 
quick ratio, net income, working capital, operational 
income, revenue, sales growth, earnings per share, gross 
profit, book value, stock price, stock volume, and others 
[1].  These measures have been found to have great 
influence on the performance or companies and are 
indicators of the success of companies.  All these 
measures are relevant indicators in measuring success.  
However, to include all relevant indicators in measuring 
success would present a tremendous burden in terms of 
data collection, analysis, and cost.  Evidence in the 
literature, indicates that there are a limited number of 
critical areas necessary to the successfulness functioning 
of organizations [2]. [3] found that three indicators were 
commonly used.  While there is no hard and fast rule as to 
the correct number of indicators to use, it was 
recommended that not more than seven indicators should 
be used in measuring performance. Several researchers 
discussed the use of rough set in economic and financial 
areas mainly for feature extraction and dimensional 
reduction purposes [8]. [20] discuss a rough set approach 
to multicriteria classification that solve ranking problems 
and evaluate bankcruptcy risk. [10] propose a novel 
feature ranking technique using discernibility matrix. By 
making use of indicators frequency information in 
discernibility matrix, it develop a fast feature ranking 
mechanism.  
 
3. Proposed Method 
In order to ensure the research meets the requirements, the 
General Methodology of Design Research (GMDR) has 
been used throughout the study. The phases in the 
methodology include problem identification, requirement 
gathering, indicator selection, and model evaluation.   
 
3.1 Problem Identification 
 
This phase includes establishing the problem of the 
research. The objectives, scope and significance of the 
study are also identified.  
 
3.2 Requirement Gathering 
 
Activities such as requirements gathering and data 
collections are performed during this phase. Information 
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have been obtained through interviews and materials from 
books, journals, companies’ reports, companies 
newsletters, and other documents from the Internet. 
 
3.3 Indicator Extraction 
 
This is the main phase where the KDD Process has been 
applied.  Several experiments have been conducted to 
choose suitable data mining techniques.  Some brief 
explanations of the processes are given below: 
 
a) Data Selection 
Data used throughout this study has been obtained from 
previous research. The initial data contains factors that 
influence the survivability of companies.  The total 
number of records is 427 and each record contains 31 
attributes of financial indicators.  Some examples are 
Current Asset (CA), Current Liability (CL), Work Cost 
(WC) and Total Asset (TA). The target attribute is Net 
Income (NI) and all data are in numeric form. Table 1 
shows sample of the original data.  Details of the 
indicators can be obtained from [21].  
 

Table 1: Sample of original data 
Num CA CL WC ... NI 

1 105783.00 19374.00 86409.00 ... 7716.00 

2 92397.00 20594.00 71803.00 ... 8177.00 

3 172644.00 40978.00 131666.00  6148.00 

4 234659.00 50982.00 183677.00 ... 2848.00 

5 323257.00 90387.00 232870.00 ... 27200.00 

6 391327.00 86062.00 305265.00 ... 20821.75 

7 479040.00 91440.00 387600.00 ... 41803.00 

8 570251.00 96731.00 473520.00 ... 55897.00 

... ... ... ... ... ... 

425 6126000.00 1934000.00 4192000.00 ... -86000.0000

426 6122000.00 1678000.00 4444000.00 ... 117000.0000

427 6447000.00 1641000.00 4806000.00 ... 121000.0000

 
b) Data Preprocessing  
This step includes handling missing values and noisy data. 
Missing values have been replaced with the average 
values.  Noisy data have been identified using box plot 
and scatter diagrams. 
 
c) Discretization 
In this step, continuous values are changed into classes. 
This step is the most critical part and has been taken 
seriously as discretized data could greatly affect the 
performance of the model generated and thus, affects the 
end result of the study. There are several techniques that 
can be used to discretize data.  Examples are Equal 
Frequency Binning (EFB), Boolean Reasoning (BR), 
Entropy (ENT), Naïve (NV), Semi-Naïve (SNV) and 

manual.  Each techniques of discretization has been 
developed to cater certain problems and thus may not be 
suitable to use in all circumstances. Discretization 
techniques that have been tested are BR, ENT, EFB, NV , 
SNV, and manual cuts.  Manual cuts have been done by 
dividing the range of the attribute values into intervals. 
Interval labels were then used to replace actual data 
values. After discretization, data values are represented 
with several classes. The discretization using  BR, ENT, 
EFB, NV, and SNV have been done using Rosetta (Rough 
Set Technical Analysis Software). Manual cuts have been 
conducted manually and are based on statistical 
calculation.  Figure 2 shows the process of choosing the 
best discretization technique:-  
 

 
Figure 2: Process of choosing the discretization technique 

 
Table 2 shows sample of the discretized data. 
 

Table 2: Sample of discretized data 

Num CA CL WC TA SE ... NI
1 1 1 1 1 1 ... 2
2 1 1 1 1 1 ... 2
3 1 1 1 1 1 ... 2
4 1 1 1 1 1 ... 2
… … … … … … … …

 
d) Data Splitting 
In this step, data is divided into two sets, train data and 
test data using several splitting techniques.  The splitting 
techniques or also known as split factor that have been 
experimented are 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 
and 0.95.  Splitting technique 0.2 denotes that 20 % of 
data are allocated for training and 80% are for testing. The 
reason for performing experiments on 10 different 
splitting techniques is to identify the best split technique.  
Using the best split technique in the Indicator Extraction 
phase could contribute to getting a good model. The train 
data has been used to get a model while the test data has 
been used to verify the model. The model is evaluated in 
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terms of percentage of accuracy, number of rules, and 
percentage of errors.  Table 3 below shows the split factor 
and data divisions used for training and testing.  Figure 3 
shows the process of choosing the split factor technique. 
 

Table 3: Splitting technique and data division 

Split Factor Train Data Test Data 

0.1 (10%) 10% (43 objects) 90% (384 objects)

0.2 (20%) 20% (85 objects) 80% (342 objects)

0.3 (30%) 30% (128 objects) 70% (299 objects)

0.4 (40%) 40% (171 objects) 60% (256 objects)

0.5 (50%) 50% (214 objects) 50% (213 objects)

0.6 (60%) 60% (256 objects) 40% (171 objects)

0.7 (70%) 70% (299 objects) 30% (128 objects)

0.8 (80%) 80% (342 objects) 20% (85 objects) 

0.9 (90%) 90% (384 objects) 10% (43 objects) 

0.95 (95%) 95% (406 objects) 5% (21 objects) 

 

 
Figure 3: Process of choosing the split techniques 

 
e) Reduction 
Reduction is a process to eliminate the redundancy of 
knowledge.  It is one of the steps in Rough Set Theory 
and is conducted by computing the minimal attributes 
required.   Minimal attributes is also known as “reduct of 
attributes” in Rough Set Theory. The use of a reduced set 
of attributes without loss of any essential information has 
been known to be better than the use of the entire set of 
attributes. For achieving better performance in generating 
a model, a database can thus, eliminate unimportant 
knowledge or redundancy by removing attributes which 
are considered as not important.  There are several 
reduction techniques and among these are Genetic 
Algorithm (GA) [22], Johnson’s Algorithm [23] and 
Holte’s 1R [24]. These three techniques have been 
experimented on the discretized dataset and results 
comprised of several sets of reducts.   The reduction 
method that gave the highest accuracy has been chosen as 

the best reduction technique to be used in the study.  
Figure 4 shows the process of performing reduction. 

 
INPUT: Financial data 
OUTPUT Accuracy (%) 
******************************************* 
1. Start 
2. Read data 
3. Use-technique[3]={ GA, Johnson, Holtes1R }; 
4.  i = Use-technique 
5. Divide data using chosen split technique 
6. Set round = 1 
7. While (round < 4) do 
 7.1 Extract reduct using i 
 7.2  Test reduct 
 7.3 Record result 
 7.4 Next  i 
  End 
 
         Figure 4. Reduction process 
 
f) Classification 
In this step, several classification techniques such as 
Standard voting (SV), Voting with Object Tracking 
(VOT), Naïve Bayes (NV) and Standard / Tuned Voting 
(STV) have been tested. The classification accuracy more 
than 70% has been considered as good classification 
techniques. Classification technique that gives highest 
average of accuracy has been chosen as the best 
classification techniques. The outcome of this process is 
the best classification technique. Figure 5 shows the 
process of choosing the best classification technique: 

 
INPUT: Financial data 
OUTPUT Accuracy (%) 
********************************* 
1. Start 
2. Read EDT data 
3.  Class-Algo = SV, VOT, NB, STV 
4. i = Class-Algo 
5. Divide data using chosen split technique 
6. Reduce data using chosen reduction method 
7. Set round = 1 
8. While (round less than 5) do 
  8.1 Perform classification using i 
  8.2 Record result 
  8.3 Next i 
  end 

 
         Figure 5. Classification process 
 
3.4 Model Evaluation 
 
Results obtained from experimenting sets of attributes 
with different length have been analyzed in terms of 
percentage accuracy. The set of attributes that obtained 
the highest percentage of accuracy has been selected as 
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the attributes that provide the best set of rules. Section 3 
discusses in detail on the evaluation results. 
 
 4. Results and Analysis 

 
In this study 427 records of financial data have been 
experimented.  Each record contains 30 indicators 
(independent) and 1 dependent indicator.  Several 
experiments have been conducted following the steps 
highlighted in section 2(b) till 2(f).  The experiments 
conducted were aimed to choose a suitable discretization 
technique, split technique, reduction method, and 
classification technique.  Based on the experimental 
results, the chosen techniques were Equal Frequency 
Binning (discretization technique), 0.2 SF (split factor 
technique), GA (reduction technique), and SV 
(classification technique).  These techniques were then 
used to extract important indicators from the dataset.  It 
was found that nine indicators have been selected. These 
are BVPS(90%), EBIT(90%), EPS(80%), FV3(60%), 
MVE(50%), ROA(50%), ROE(50%), SHO(60%), and 
SpgC(50%).  These indicators have been identified as 
important indicators that have some influence on the 
companies’ performance.   
 
In order to verify the indicators, ten-fold cross validation 
tests have been conducted. Ten-fold cross validation 
technique is used to ensure the consistency of results.  The 
results are shown in Table 5 below. 
 

Table 4.  Results of Ten-fold cross validation tests 
 

 After Reduction   

FOLD ACC (%) NR 
ERROR 

(%) 
1 85 682 15 
2 91 1212 9 
3 91 689 9 
4 84 2140 16 
5 84 840 16 
6 82 380 18 
7 67 1315 33 
8 76 485 24 
9 73 952 27 

10 74 735 26 
Average 80.7 943.00 19.3 

 
The table shows classification accuracy (ACC), number of 
rules generated (NR), and percentage of error (ERROR). 
The best model comes from the fold that has the highest 
% accuracy.  From the table, it has been found that FOLD 
2 and 3 produced the same percentage of accuracy i.e 
91% with 1212, and 689 respectively.  This shows that the 
smaller amount of rules or knowledge can produce a good 

decision and represent the whole information system well. 
The average accuracy of  80.7% indicates that these nine 
indicators are essential to represent knowledge and model 
the success of an EC company. In addition, the results 
show that there is a good blend of data in each dataset. 
Ten folds validation technique is used to handle the 
fluctuation of accuracies. The average accuracies in all 
dataset are above 70% indicating that the model is 
acceptable for further consideration.  

 
The results are promising as the best model in each 
category is able to correctly classify other respective 
categories with more 70% accuracy. It indicates that these 
limited numbers of indicators and rules are crucial in all 
categories of dataset in giving accurate decisions.  
 
5. Conclusion 

 
In this paper, a method for indicator selection has been 
proposed.  The study has been conducted following the 
General Methodology and Design Research approach.  
This approach consists of four steps: Problem 
Identification, Requirement Gathering, Indicator 
Extraction, and Evaluation. Rough Set approach also has 
been applied in the the Indicator Extraction phase.  This 
approach consists of 6 steps: Data selection, Data 
Preprocessing, Discretization, Split Data, Reduction, and 
Classification.  These steps were constructed based on the 
idea of reduct computation and feature ranking in the 
theory of rough set. The results are measured in terms of 
percentage of accuracy, number of rules and percentage of 
errors. 
 
A dataset of 427 records have been used for 
experimentation. The experimental results showed that 
out of 30 indicators, nine have been found to be adequate 
in representing the whole knowledge of the dataset.  
These indicators when tested for validity using ten-fold 
cross validation method showed good accuracies.  
Although several folds showed fluctuation, the average 
percentage of decreased in accuracy in each dataset was 
not significant. Thus, this indicated that the volume of 
knowledge after reduction is adequate to make a decision. 
This study attempted to assist companies in deciding 
which indicators to focus from a whole group of 
indicators.  



IJCSNS International Journal of Computer Science and Network Security, VOL.9 No.9, September 2009 

 

194 

Reference 
[1] C.J. Corrado and B.D. Jordon,  Fundamentals of 

Investment: Valuation and Management, Boston: 
McGraw-Hill International Editions, 2000. 

[2] J.F. Rockart, Chief executives define their own data 
needs, Harvard Business Review, 30, 81-92, 1979. 

[3] A. Globerson, S. Globerson and J. Frampton,  You 
can’t Manage What You Don’t Measure, Aldershot 
UK: Avebury, 1991. 

[4] S. Globerson,  Issues in Developing a Performance 
Criteria System for an Organisation. International 
Journal of Production Research, 23(4), pp. 639-646, 
1985. 

[5] A.I. Dimitras, R. Slowinski, R. Susmaga and  C. 
Zopounidis. Business failure prediction using rough 
sets. European Journal of Operational Research, 114, 
263-280, 1999. 

[6] R.H. Golan, and W. Ziarko,  A Methodology for 
Stock Market Analysis Utilizing Rough Set Theory.  
Proceedings of Computational Intelligence for 
Financial Engineering, 1995. 

[7] J.W. Grzymala-Busse, A new version of the rule 
induction system LERS, Fundamenta Informaticae, 
v.31 n.1, 27-39, 1997. 

[8] F.E.H. Tay and  L. Shen, Economic and financial 
prediction using rough sets model,  European Journal 
of Operational Research, p. 141, 2002. 

[9] M. Beynon, B. Curry, and P. Morgan, Classification 
and rule induction using rough set theory. Expert 
Systems, Vol.17, No.3, pp. 136-147, 2000. 

[10] K.Y. Hu. Lu and  C. Shi,  Feature ranking in rough 
sets. AI Commun, 16(1), pp. 41-50, 2003. 

[11] M. Dash and H. Liu, Feature selection for 
classification, Intelligent Data Analysis, Vol. 1, pp. 
131-156, 1997.  

[12] Z. Pawlak,  Rough Sets: Theoretical aspects of 
reasoning about data, System Theory, Knowledge 
Engineering and Problem Solving,  Dordrecht: 
Kluwer, 1991. 

[13] Oxford Advanced Learners Dictionary of Current 
English, Oxford University Press, 1989. 

[14] M.H. Mescon.  Management: Individual and 
Organizational Effectiveness, Harper & Row, New 
York, 1985. 

[15] M. Parker, Information Economic: Linking Business 
Performance to Information Technology, Prentice 
Hall International Inc, New Jersey, 1988. 

[16] R. Kaplan and D. Norton, The Balanced Scorecard – 
Measures That Drive Performance, Harvard Business 
Review, January-February, pp71-79, 1992. 

[17] R. Kaplan and D. Norton, Using the scorecard as a 
Strategic Management System, Harvard Business 
Review, January-February, pp75-85, 1996.  

[18] European Foundation for Quality Management, The 
EFQM Excellence Model. Brussels, Belgium: EFQM, 
1999.  

[19] A. Neely,  Perspectives on Performance, The 
Performance Prism  Publication of University of 
Cranfield, School of Management, 2000.   

[20] S. Greco, B. Matarazzo and R. Slowinski,  A new 
rough set approach to multicriteria and multiattribute 
classification. in L. Polkowski and A. Skowron, 
Rough Sets and Current Trends in Computing, 
Springer-Verlag, Berlin, pp. 60-67, 1998.   

[21] F. Ahmad, A. Abu Bakar, A.R. Hamdan,  “Rough 
Approach for Information Synergy: Case Studies on 
E-Commerce Companies”, Proceedings of the 
International Conference of Information and 
Communication in Management, pp. 23-25 May, 
Melaka, Malaysia, 2005. 

[22] S. Vinterbo and A. Ohrn,  Minimal Approximate 
Hitting Sets and Rule Templates, International 
Journal of Approximate Reasoning 25(2), pp. 123-
143, 2000.   

[23] D.S. Johnson,  Approximation Algorithms for 
Combinatorial Problems. Journal of Computing 
System Science, 9(3), pp. 256-278, 1974.  

[24] R.C. Holte,  “Very Simple Classification Rules 
Perform Well on Most Commonly Used Datasets”, 
Machine Learning, 11, pp. 63-92, 1993. 


