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ABSTRACT 
Robustness of face recognition systems are measured by its 

ability to overcome the problem of changing in facial 

expression and rotation of individuals’ face images. This paper 

represents a face recognition system that overcomes the 

problem of changes in facial expressions in three-dimensional 

(3D) range images. A local variation detection and restoration 

method based on the two-dimensional (2D) principal 

component analysis (PCA) is proposed. The depth map of 3D 

facial image is first thresholded to discard the back ground 

information. Then, the detected face shape is normalized to 

standard size 100x100 pixels and nose point is selected to be 

the image center.  Image depth values are scaled between 0 and 

255 and nose tip has the highest value 255 for translation and 

scaling –invariant identification. In preprocessing stage, the 

local variation is minimized by smoothing the face image. The 

(2D) principle component analysis is applied to the resultant 

range data for feature extraction and the corresponding 

principal images are used as the characteristic feature vectors of 

the subject to find his/her identity in the database of pre-

recorded faces. 

The system performance is tested against the GavabDB facial 

database. The facial modeling technique presented here is 

implemented in a PC platform with the software support of 

Matlab version 7.7. Experimental results show that the 

proposed method is able to identify subjects with different 

facial expression in their 3D facial images. 
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1. INTRODUCTION 

The need of security and fraud control applications to 

establish personal authentication has caused the increase 

of research in biometric systems [1]. Automatic face 

recognition has received a great deal of attention and 

emerged as an active research area especially over the 

last 20 years [2]. The major purpose of face recognition 

is to identify the humans from data acquired from their 

faces, as humans do. A good recognition system has to 

be fully automatic and robust enough for real life 

conditions such as illumination, rotations, expressions 

and occlusions.  

Robustness of a face recognition system is measured by 

the ability to identify human subjects even in the 

presence of many variations in appearance of their faces. 

Face can be illuminated from a variety of light sources 

and surrounded by arbitrary background. Therefore, its 

2D projected image appearance can vary significantly. 

For non-contrived recognition, faces need to be found 

and recognized despite these changes. The human face is 

not a unique rigid object. There are millions of different 

faces, each of which can presume different types of 

deformations. Variations between different faces can be 

due to identity, race, or genetics while variations between 

multiple instances of the same face can be due to 

deformations, aging, expression, and facial hair. 

Face detection and recognition system has to attribute a 

unique identity to each face by matching it to a large 

database of persons even in the presence of such image 

acquisition problems as camera distortion, noise and low 

image resolution. Despite these rigid design 

specifications, one needs to maintain the usability of the 

system on contemporary computational devices. In other 

words, the processing involved should be efficient with 

respect to run-time and storage space. 

Most research efforts have concentrated on recognizing a 

human face from two-dimensional (2D) images [3], 

recently three dimensional (3D) approaches have been 

receiving more attention [11, 18-26]. Even though the 

latest 2D face recognition systems have achieved good 

performance in constrained environments, they are still 

unable to deal with such problems as changes in head 

poses and illumination conditions [10]. Since the human 

face is a 3D object whose 2D image projection is 

sensitive to these changes, utilizing the 3D face 

information can improve the face recognition 

performance considerably. Further, 3D measurements 

help solving scale, illumination, and rotation problems 

encountered in 2D analysis [17]. 

Despite the above advantages, internal deformation 

problem still exists in 3D images [11, 12]. Thus, there is 

a need for a 3D model that deals with the aforementioned 

non-rigid variations. 

Our objective in this research is to develop a face 

recognition system that overcomes the problem of 

changes in facial expression and gesture in 3D range 

images. This can be due to the differences in facial 

expression from one image to another, and is still the 

main source of errors in most of the existing 3D systems. 

The recognition error can be reduced by smoothing the 

images to compensate the changes. In order to achieve 
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our goal a facial range images is subject to smoothing 

process. This helps avoiding any degradation in one’s 

face caused by changes due to facial expressions. After 

preprocessing stage, 2DPCA (two dimensional principle 

component analysis) is applied for feature extraction on 

the smoothed range images and the resultant principal or 

Eigen-images are used as the feature vectors for the 

matching process. The Euclidian distance is used for 

measuring the similarity between two images.  

2. Background and review of past work 

Despite that 2D intensity image has been the most 

popular and commonly used image for face recognition 

and easy to use but it has intrinsic problem that it cannot 

handle the change of illumination, facial expression and 

changing in pose. Recently with new technology and 

using 3D scanners, 3D face recognition has attracted a lot 

of researches because it is a more reliable system and 

able to face facial expression and illumination problem. 

A review of (3D) face recognition researches is as 

follows. 

Most of the 3D approaches for face recognition rely on 

both the depth and color information extracted from the 

face [15]. M. Turke and A. pentland used Eigen faces for 

recognition [13]. Gordon [23] extracted the facial 

curvature features in two stages: high level features and 

low level features. This kind of method usually has to 

depend on the high-quality 3D data, which could 

characterize delicate features. The research work in [17] 

represented a new attempt to face recognition based on 

3D point clouds by constructing 3D eigenfaces. The 

work in [39] represented a survey on 2D and 3D face 

recognition. In [6, 17, 19, 20], size invariant PCA-based 

approaches are represented.  In [32], a detailed 

comparison between the existing approaches of 3D face 

recognition is given. Chang et al. [33] report a 92.8% 

recognition rate by performing PCA on the range-images 

of 277 people. However, they perform manual 

normalization which is not desirable in a real system. Lee 

and Milios [22] create an extended Gaussian image for 

each convex region in the image.  Some of the existing 

3D face recognition systems, except the deformations, 

are from some form of known gesture. The presented 

work deals mainly with changes in facial expression. It 

cannot handle the changes in target pose by training each 

individual using 2DPCA then minimum Euclidian 

distance is used for matching. Individual images are 

smoothed to overcome internal deformation. However, 

the focus of this paper is to handle changes in facial 

expression ignoring pose changes. Moreno and Sanchez 

[37] report 78% rank-one recognition on the same data 

set GavaDB. The presented method achieves 80.3% 

recognition rate on the same dataset with 8 principle 

component vectors and median filter with window size 9. 

3. Main Work 

This paper represents a modeling technique for 3D face 

recognition with the ability to overcome the problem of 

changing in facial expression. The proposed method is 

illustrated by a block diagram representation in Figure 1.  

 

 

Fig.1 

A facial image is first subjected to preprocessing stage.  

First depth map of all database facial images is 

thresholded to discard their background using Otsu’s 

method. Then the resultant facial images are normalized 

to standard size 100x100 then aligned so that the nose tip 

is located in the center with the highest depth value 255 

and all images depth values are between 0 and 255. Then, 

images are smoothed using Median filter with different 

window size to find best recognition rate and to prevent 

variation false matching results. After the smoothing 

stage, we train each smoothed individual image using 

2DPCA where each image per individual is described by 

its principle component. The resultant principal 

components are used as feature vectors in the 

classification stage to calculate the similarity between 

two facial images. The nearest neighbor classifier is used 

in the matching process.                             

To eliminate background, Otsu [35] suggested a criterion 

by which the best threshold for images with bimodal 

histogram can be determined. The criterion states that the 

threshold should be chosen in such a way that minimizes 

the weighted sum of within group variances for the two 

groups that result from separating the gray levels at the 

threshold value (T). 

Let P (i); i=1,…,I be the histogram probabilities of an 

image with I gray levels. Suppose that the pixels are 

divided into two classes; C1 with gray values [1,...,k] and 
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C2 with gray values [k+1,...,I]. Then the probabilities of 

class occurrence are given by  

 

 

 

 

 

 
Means and variances for the classes C1 and C2 are 

computed using 

 

 

 

 

 

 

 

 

 

 

 
The best threshold T can be calculated [36] by a simple 

sequential search through all the values of k (1,..,I) to 

determine the threshold that minimizes the within-group 

variance σw that is defined by 

 

 

 
Figure 2 represents original image from GavabDB 

database [37] and Figure 3 shows the histogram of the 

facial image in Figure 2 taken from the GavabDB [37] 

data-base and the resultant Otsu threshold. The depth 

value of each pixel, measured in millimeters (mm), 

represents the distance between that point and the 3D 

scanner. Figure 4 illustrates the histogram of the same 

image after thresholding is performed. The thresholded 

image is given in Figure 2. 

 

 

Fig.2 (original image from GavabDB) 

 

Fig.3 (Depth histogram of facial image) Threshold value = -1273 

 

Fig.4 (Depth histogram of the thresholded facial image) 

Thresholding is used to crop the images so that only the 

front of the face is used in the model. The sides of the 

head, neck, and ears are not used for recognition. These 

features are not very discriminative and it is difficult to 

deal with their irregularities. 

After the thresholding stage, we locate the location of 

nose tip to align all the images. Furthermore, it is highly 

rigid in the sense that its shape does not change with 

facial expression. In most images, the nose is the closest 

part of the face to the 3D scanner; i.e., it has the highest 

depth value among all the facial points. By using a 3x3 

window that calculates the sum of the depth values of its 

corresponding pixels, the nose is detected as the 

coordinates of the central pixel of the window with the 

maximum value. After detecting the nose, all images in 

the database are normalized to a standard 100x100 pixels 

in size and then aligned so that the nose lies exactly in 

the center of each image at the (50,50) x-y coordinate as 

shown in Figure 5. After normalization and alignment, 

all images are smoothed using median filter with 

different window size to achieve highest recognition rate 

and to overcome internal deformation. Figure 6 

represents a facial image before and after smoothing.  
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Fig.5 (facial image after normalization and alignment) 

 

Fig.6 (facial image before & after Smoothing using median filter (5x5)) 

After preprocessing stage (image thresholding, 

normalization, alignment and Smoothing), we apply 

2DPCA for feature extraction. 

Let the training set of 3D facial images be A1, A2...... 

AM, each of which is of size nxn. The average face of 

the set is defined as 

 

 

 

 
The image covariance matrix is given by 

 

 

 

 
The optimal number (d) of projection set of an image A, 

denoted by X, is defined through [38]. 

 

Yk = A⋅ Xk (k=1, 2,…, d)                 (10) 

 
To achieve the maximum scatter of the projected feature 

vectors, the projection axes (X1, X2… Xd) have to be 

the orthonormal eigenvectors of the covariance matrix C 

corresponding to the first d largest eigenvalues. The 

projected vectors (Y1, Y2… Yd) are used as feature 

vectors in our implementation. 

After feature extraction stage, we measure similarity by 

comparing two lists of numbers (i.e., pattern or feature 

vectors), and computes a scalar value which evaluates the 

patterns’ similarity. The basis of many measures of 

similarity and dissimilarity is the Euclidean distance d, 

which is given between two vectors X and Y as  

 

  

 
 

Where n is the number of elements of X and Y. The 

Euclidean distance is appropriate for the data measured 

on the same scale. Let the collection of the feature 

vectors F= (Y1, Y2… Yd) is called the feature matrix. 

The similarity between two matrices F
i
 and F 
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measured by 
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k YandY . The nearest neighbor classifier is used in 

the classification process. In our implementation, the size 

of the matrix F is 100 by 6 since we select to use only 6 

principle component vectors. 

4. Implementation and Results 

4.1 Data base 

Performance of the proposed method is evaluated using 

the GavaDB [16] database, which contains 427 three-

dimensional facial surface images corresponding to 61 

individuals. There are 9 different images per each person. 

There are systematic variations over the pose and facial 

expression of each individual. In particular, there are 2 

frontal and 4 rotated images without any facial 

expressions, and 3 frontal images in which the subject 

presents different facial expressions. The non frontal 

images are discarded and only the frontal ones are used 

to focus on the facial expression problem. Each image is 

specified in a three dimensional mesh, and every mesh is 

composed of points of the facial surface. The coordinates 

(x, y, and z) of a 3D point are referred to as a coordinate 

origin located in the scanner. 

4.2 Experiment results and matching 

An image of the GavabDB is processed through all the 

computational stages of the system in Figure 1. The 

nearest neighbor classifier is chosen with the Euclidian 

distance between the feature vector of the query and the 

database as being the similarity measure. Rotated images 

of GavabDB are discarded so only the frontal ones are 

used with facial expression. The facial modeling 

technique presented here is implemented in a PC 

platform with the software support of Matlab version 7.7. 
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Median 

filter 

window 

size 

Recognition rate 

Number of principle component vector used 

(features) 

 

6                     8                     10                20                  50                   90                 100 

3 0.6 0.606 0.6885 0.8852 0.8689 0.9344 0.9508 

5 0.7377 0.7705 0.8525 0.8689 0.9180 0.9344 0.9344 

7 0.6885 0.7705 0.8197 0.9016 0.9344 0.9672 0.9508 

9 0.7869 0.8033 0.8197 0.9016 0.9508 0.9836 0.9344 

11 0.8033 0.8197 0.8689 0.8689 0.9180 0.9344 0.9508 

13 0.7869 0.7869 0.8361 0.9016 0.9508 0.9672 0.9508 

15 0.8361 0.8852 0.8852 0.9016 0.9508 0.9508 0.9672 

Table 1 (recognition rate for different window size of Median filter and with different Number of principle component vector used) 

 

 

Fig.7 (Recognition rate versus number of principle component vector 

use with Median filter window size 5) 

 

Fig.8 (Recognition rate with different window size and 8 principle 

vectors) 

5. Conclusion  

We construct a 3D face recognition system to solve the 

effect of facial expression on the recognition rate. A 

facial image is first subjected to pre processing stage in 

which the background is eliminated by thresholding the 

depth value using Otsu’s thresholding. Then, we locate 

the nose tip to align and normalize all images to standard 

size (100x100) and location of nose tip lies exactly in the 

center of the image. It is then smoothed to eliminate local 

variations. The two-dimensional principal component 

analysis is applied to the smoothed range image and the 

corresponding principal or Eigen-images are extracted as 

the feature vectors for matching process. The proposed 

method is tested on the GavaDB. Classification is carried 

out by calculating the Euclidian distance between the 

feature vectors. The nearest neighbor classifier is used in 

choosing the closest match. Moreno and Sanchez [37] 

report 78% rank-one recognition on the GavaDB. Our 

method achieves 80.3% recognition rate on the same 

dataset with 8 principle component vectors and median 

filter with window size 9.  Since 3D face images are 

invariant to illumination, it is expected that 3D face 

recognition rates are more stable than those of 2D 

methods in outdoor lighting. 

6. Future work 

A face recognition system can be built to overcome the 

problem of changing in the pose of individuals (rotated 

images). 
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