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Abstract
The main goal of a distributed computing system is to connect users and resources in a transparent, open, and scalable way. Ideally this arrangement is drastically more fault tolerant and more powerful than many combinations of stand-alone computer systems. Openness is the property of distributed systems such that each subsystem is continually open to interaction with other systems. An open system that scales has an advantage over a perfectly closed and self-contained system. Distributed programming typically falls into one of several basic architectures or categories: Client-server, 3-tier architecture, N-tier architecture, Distributed objects, loose coupling, or tight coupling. In Client-server architecture Smart client code contacts the server for data, then formats and displays it to the user. Input at the client is committed back to the server when it represents a permanent change. Three tier systems move the client intelligence to a middle tier so that stateless clients can be used. This simplifies application deployment. Most web applications are 3-Tier. N-Tier refers typically to web applications, which further forward their requests to other enterprise services. This type of application is the one most responsible for the success of application servers.
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Introduction
A Distributed System [1],[2] consists of a collection of autonomous computers, connected through a network and distribution middleware, which enables computers to coordinate their activities and to share the resources of the system, so that users perceive the system as a single, integrated computing facility.

The Distributed Computing Environment (DCE) is a software system developed in the early 1990s by a consortium that included Apollo Computer, Helwet-Packard, IBM, Digital Equipment Corporation, and others. The DCE supplies a framework and toolkit for developing Client/Server applications. The framework includes a Remote Procedure Call (RPC) mechanism known asDCE/RPC, a naming (directory) service, a time service, an Authentication service, an authorization service and a Distributed File System (DFS) known as DCE/DFS.

Distributed computing never really caught on as much as had been hoped for in the late 1980s and early 1990s. The rise of the Internet, Java and web services stole much of its mindshare through the mid-to-late 1990s, and competing systems such as CORBA muddied the waters as well. Perhaps ironically, one of the major uses of DCE/RPC today are Microsoft's DCOM and ODBC systems, which use DCE/RPC (in MSRPC) as their network transport layer.

The main goal of a distributed computing system is to connect users and resources in a transparent, open, and scalable way. Ideally this arrangement is drastically more fault tolerant and more powerful than many combinations of stand-alone computer systems. Openness is the property of distributed systems such that each subsystem is continually open to interaction with other systems. An open system that scales has an advantage over a perfectly closed and self-contained system.

Distributed programming typically falls into one of several basic architectures or categories: Client-server, 3-tier architecture, N-tier architecture, Distributed objects, loose coupling, or tight coupling.

In Client-server architecture Smart client code contacts the server for data, then formats and displays it to the user. Input at the client is committed back to the server when it represents a permanent change. Three tier systems move the client intelligence to a middle tier so that stateless clients can be used. This simplifies application deployment. Most web applications are 3-Tier. N-Tier refers typically to web applications, which further forward their requests to other enterprise services. This type of application is the one most responsible for the success of application servers.

In Tightly coupled (clustered) architecture a set of highly integrated machines that run the same process in parallel, subdividing the task in parts that are made individually by each one, and then put back together to make the final result.

In Peer-to-peer architecture there is no special machine or machines that provide a service or manage the network resources. Instead all responsibilities are uniformly divided among all machines, known as peers. Peers can serve both as clients and servers Mutual exclusion (often...
asynchronously, a candidate might receive an INQUIRE message. INQUIRE messages are generated by the voters with protocol invocations. Because the critical section is a piece of code that accesses a shared resource (data structure or device) that must not be concurrently accessed by more than one thread of execution.

A critical section will usually terminate in fixed time, and a thread or process will only have to wait a fixed time to enter it (i.e. bounded waiting). Some synchronization mechanism is required at the entry and exit of the critical section to ensure exclusive use, for example a semaphore.

**Requirment of the Algorithm:**

Maekawa's Algorithm is an algorithm for mutual exclusion on a distributed system. The basis of this algorithm is a quorum like approach where any one site needs only to seek permissions from a subset of other sites.

A site is any computing device which is running the Maekawa's Algorithm. For any one request of the critical section, the requesting site is the site which is requesting entry into the critical section. The receiving site is every other site which is receiving the request from the requesting site. Timestamp refers to the local timestamp of the system according to its logical clock.

When a processor wishes to enter the critical section, it sends a vote request to every member of its voting district. When the processor receives replies from all the members of the district, it can enter the critical section. When a processor receives a vote request, it responds with a "YES" vote if it has not already cast its vote. When a processor exits the critical section, it informs the voting district, which can then vote for other candidates.

Deadlock can be avoided by using the following mechanism: when a processor makes a request, it assigns a (Lamport) timestamp to the request. The process will prefer to vote for the earliest candidates. If a processor V has cast its ballot for processor B and then processor C, which has an earlier timestamp than B's, asks for V's vote, V will try to retrieve its vote from B with an INQUIRE message. If B has not yet received all the votes of its voting district, it will relinquish V's vote, which can then be given to C. Lamport timestamps impose a total order, so either the candidate with the lowest timestamp eventually gets all of the votes or the candidate with the lowest timestamp is blocked by a candidate that enters the critical section. In either case, some candidate enters the critical section, so deadlock is avoided.

There is one point at which we need to match up the messages with protocol invocations. Because the INQUIRE messages are generated by the voters asynchronously, a candidate might receive an INQUIRE message that was generated in response to a previous critical section request. The usual method for preventing ambiguous messages is to use sequence numbers. Since the candidate samples a timestamp for the algorithm, we use the timestamp as a sequence number to match INQUIRE messages with critical section request.

The performance of a mutual exclusion algorithm [3],[4] is measured by the number of messages exchanged per critical section execution and the delay between successive executions of the critical section. There is a message complexity and synchronization delay trade-off in mutual exclusion algorithms. The Lamport algorithm and the Ricart-Agrawal algorithm both have a synchronization delay of T (T is the average message delay), but their message complexity is O(N).

Maekawa's algorithm reduces the message complexity to O(sqrt{N})[5],[6],[7], however it increases the synchronization delay to 2T.

**Implementation of Algorithm:**

The first variant sends a message to the output channel; if the receiver node linked to the channel is blocked, this node is released.

The second variant sends message to all output channels in a set.

In both variants, the sender node is not blocked even if the receiver node linked to the corresponding channel is not ready to receive m. Consequently, output channel may hold an arbitrary number of messages.

**receive: Receiving a Message.**

The first variant returns a message from output channel; if output channel is empty, the current node is blocked until output channel becomes non-empty.

The second variant behaves like the first one except for the fact that the current node is blocked for at most time units. If then output channel is still empty, null is returned. Which message is returned from c depends on the selector associated to output channel; by default, this is the oldest message held by output channel.

The first variant returns the index of a non-empty channel in the (non-empty) set; if all channels are empty, the current node is blocked until a channel becomes non-empty. This index may be used to reference the corresponding channel in the set.

The second variant behaves like the first one except for the fact that the current node is blocked for at most time units. If then all channels are still empty, -1 is returned.

**Conclusions:**

Maekawa's algorithm reduces the message complexity to O(sqrt{N}); however, it increases the synchronization delay to 2T.
delay to 2T. And this Algorithm is efficient and less time complexity compare to other distributed mutual exclusion algorithms.

The Lamport algorithm and the Ricart-Agrawal algorithm both have a synchronization delay of T (T is the average message delay), but their message complexity is O(N). The token-based Suzuki-Kasamis Broadcast Algorithm has message complexity as N. The other token based Raymonds Tree-based Algorithm has the average case complexity as 2LogN.

Finally Maekawa’s Algorithm is easy to implement and comparatively less complexity with respect to other algorithms.
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