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Summary 
In the most of object tracking tasks dealing with partial occlusion 
is a challenging issue. Recently the use of color cue based on 
Monte Carlo tracking method and particle filtering is mostly 
considered to overcome the problem of partial occlusion and 
non-rigid motion. The proposed approach in this paper is based 
on using of sequential Monte Carlo and particle filtering for 
tracking. But in this method a special fuzzy based color model 
for object is employed. Then comparison of mean value of 
reference and candidate window in the proposed color space is 
utilized for tracking of objects. Some of the morphological 
operation is also used to provide a unit region for object location 
in the fuzzy based color space. Experimental results indicate that 
the algorithm is efficient in dealing with partial occlusion.   
Key words: 
 Object tracking, Fuzzy decision, color cue, sequential Monte 
Carlo. 
 
1. Introduction 

In the past few decades, detection and tracking of 
people, vehicles and generally objects in multifarious 
environment become one of the most attractive topics of 
scientific researches and papers. Various applications of 
these kind such as human–computer interaction [1], 
ambient intelligent systems [2],[18] , robotics [3] ,video   
communication/compression [4],[5],and etc is the reason 
for growing interest in people and object tracking. 
Generally, several methods have been proposed for the 
solving the problem of object tracking. Some of them [6] 
employ a cost function minimization to locate the object in 
subsequent frames. In [7] color and edge of object are 
utilized as features for tracking. In some methods [6],[9] 
shape and skin color are used for the tracking task. Using 
of stereo information for people tracking is presented in 
[10] in which, a particle filter employs depth, color, 
gradient information of object for tracking.   

Pattern recognition algorithms for tracking presented 
in [11], [12]. In these methods, each frame is searched for 
tracking of the trained pattern's object. In [13] combination 
of sum-of-squared differences (SSD) and color-based 
mean-shift (MS) trackers is used for tracking of objects in 
which, partial likelihood ratio help SSD tracker to deal 
with occlusion.  

For estimating the state of a dynamic system from 
sequential observations, particle filtering techniques are 
used in [14]. Dealing with systems in which both 
observation and posterior density are non-Gaussian, is the 
reason of attraction of particle filtering for utilizing in such 
tracking tasks. For solving the problem of multiple target 
tracking, multiple particle filters [15] are employed. In 
which, for each person independent trackers are used. In 
[16] particle filter is designed base on multiple cues which 
are learnt from the first frame and adaptive parameters 
such as color, texture and edge. 

Having low computational complexity and robustness 
to appearance change, color-based tracking methods using 
kernel density estimation [17],[3]  have recently acquired 
attractiveness among researchers. In all of particle filtering 
based approaches, when multiple cues are employed [19] 
in comparison with the single cue [20], the penalty of 
computation complexity is paid. However, in this way, the 
advantages of robustness of algorithm in cluttered 
background, dealing with noise and changes in 
illumination have far outweighed the disadvantage of 
computational cost.  
In our method particle filter with the aid of a special fuzzy 
based model for color space is used for tracking of objects. 
This color model makes discrimination between 
background and the object by enlightening the dominant 
color elements of the object in the scene. Moreover, a 
method for color model updating is proposed to deal with 
the changes in aspect and illumination condition. 

2. Probabilistic Tracking 

2.1 Tables and Figures Sequential Monte Carlo 
tracking 

This technique tries to estimate the posterior probability 
density function (pdf) p( | ) of the state vector xk Є 

 , where nx  is the dimension of xk. 
Using a set  = { , . . . , } of observations, given up 
to time k in Monte Carlo method for representation of the 
state pdf, samples in each state have been utilized.    
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In each state, multiple particles (sampling windows) are 
generated. After that, each one in accompanying with a 
weight  is considered. This weight describes the quality 
of a particular particle L, L = 1,2, . . . ,N. 
If we suppose that Sum of weighted 
particles will be the evaluation of Monte Carlo technique 
for our favorable variable. 
This algorithm could be discerned in two main stages 
which are prediction and update. 
In the prediction stage, with considering the favorable 
region in the video frame and its state model, the particles 
(sampling window) are modified. For simulation of noise 
effect in each state, additional random noise is also 
employed. In the next stage, known as update, based on 
new data, weight of each particle is re -evaluated.    
The success of particle filter (PF), in comparison with the 
Kalman filter, could be clarified by its potential to handle 
non-linear observation models. Dealing with multi modal 
densities is other preference of PF.  
Generally, in visual tracking tasks, because of the 
existence of elements in scene which are similar to the 
object, multi-modality of the measurement density is so 
regular [6]. Moreover, since image data are very 
redundant, the observation model, which relates the state 
vector to the measurements, is non-linear. As a 
consequence the Kalman filter, which employs Gaussian 
noise for modeling of state of the object, is usually not 
suitable for visual tracking. 
For better conception, in a standard state space model 
suppose that  is the location of object in the kth frame. 
In a Bayesian framework, between prediction and update 
steps, a recursive relationship could be founded as follows: 
Prediction step: 

 
And the update step: 

 
Where is a constant for normalization. As (2) 
indicates, following proportion for update recursion exist: 
   
Since for propagating  there is not any 
simple analytical expression, numerical methods are 
utilized. 
To evaluate the posterior probability of in 
particle filter, the integral is mapped to discrete sums by 
set of M weighted particles as follow: 
　     (4) 

Where , which is normalized 

( , indicates importance of weights 

for particles. 

2.2   Dynamic of the state space 

The purpose of the algorithm is to track a part of image 
which is favorable. The object which would be tracked is 
located in the center of the target window. Useful 
information for tacking of the object is obtained from the 
first frame in which the target is manually specified by 
user. Generally, in tracking tasks, affinity to the prior 
location of the window and color properties of the object is 
two significant cues. The former is efficient when the 
velocity of the target could be approximated. While the 
latter make the tracker robust to rotation of the object since 
the color property is less sensitive to changing the aspect 
ratio of the object. 
Considering the location f = (x, y) in the image coordinate 
system and the scale  as the hidden variables to be 
evaluated, the second-order auto-regressive dynamics is 
given as follows: 
 

 
 

Where is defined as    A, B, 
C and   are matrices which could be trained using the 
information which is obtained by manually tracking of the 
object in the first sequences and  is the noise of the state 
model. 

2.3   Color space model 

In this paper a special fuzzy based model for color is 
employed including a preprocessing on the frame which 
enlighten the color element of the object and reduce the 
background color elements. First from the manually 
tracked region of the target, the object and background 
color information is obtained. Then the first frame is 
converted to four color space including H, S, r and g 
where, the normalized red and green layers are 

B) +G  +  /(RR =r and B) +G  + (RG /  = g in RGB 
space and H, S are layers of HSV color space. The median 
values of the object's pixels in each color space are 
calculated as follows: 

 
 
 
              (6) 
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Where  ,   are the median filtered 
version of the original image in H, S, g and r space color, 
respectively. W is the object window and , , , 

 are their median value. The reason of applying the 
median filter in each layer of the original image before 
calculating median value is to make the common color 
element of the object dominant in the image. 
Similarly, , ,  and , the median value for the 
background in each layer of the first frame, are calculated.  
   After that, for fuzzification, each layer of the color space 
is fed to the fuzzy membership function which is given as 
follows: 

 

 

 

 
Where  are memberships of the object in 
each layer and 

 
 . ê and ĉ are height and width of the object 

window and  is a coefficient which is equal to 0.1. For 
smaller value of , we have a more discrimination for 
object and background. However, for very small A the 
object elements are partially eliminated in M images. 
Figure1 indicates images of memberships 
( ). 

   As Eq. 7 indicates, the maximum value of the 
is equal to 1. Fuzzy decision function is 

given as follow: �
 

 
Where : 

 
                                                                                 (9) 
 
  Alpha cut is also utilized for defuzzification. So we have: 
 

                                                     (10) 
 

 =   +  +  +                 (11) 
 

 = 0                                                       (12) 
 
 Where β is a large value equal to 0.9 (if we consider the 
maximum of  as 1). Using of this part of the 
inequality eliminates the regions of the frame which have 
low saturation.  is a value which could be obtained 
manually from the first frame.  
At frame k, the  image, using the fuzzy decision theory 
from the color spaces and  , , ,  and other 
predefined parameters is calculated. 
The reason of using four color spaces is that the color 
elements of the object in each color space have a special 
value. If a color element of object change due to change in 
lighting condition, this change would be less effective in 
performance of the algorithm. In comparison with other 
similar methods which utilize the histograms of current 
window with the reference histogram, the proposed 
algorithm uses the mean value of particle window in the 

 image for the calculation of particle filter weights after 
the calculation of   image in each frame. 
In state of  for  particle windows M value of φ 
could be calculated from following equation: 
 

= 1 / | Mean ( ) - Mean ( ) | 
                                                                                 (13) 
According to the particles with the greater weights and 
using of second order dynamic equation, next M particles 
(  for frame of k+1 would be calculated. However 
to avoid degeneracy, a condition in which the weights of 
two particle are dominant and other particles have 
negligible weights, the best particle's weight is compared 
with a threshold and if it was less than the threshold value 
the particles of this frame are made again.  
 

 

 
Fig.1: Fuzzified layers of first frame including (a) , (b) , (c)  

and(d)  



IJCSNS International Journal of Computer Science and Network Security, VOL.10 No.1, January 2010 

 

123

 

 

2.4   Updating color model 

In the most of object tracking algorithms due to occlusion, 
changes of aspect, illumination condition, etc the color 
model of object would be varied. As a result, 

matrices change. For modification of 

the color model and updating of , ,  and  
following steps are accomplished. 

Firstly, the object window with the best weight is filtered 
using median filter. Then the median value of the window 
in each color space is calculated. With this assumption that 
the object has been correctly tracked, the calculated 

median values indicate the dominant color of object. This 
values are updated version of  , ,  and .  
 

3. Experimental Results 

In a test of algorithm,  and are considered as 1 pixel / 
frame. And  is equal to 0.2 pixel / frame. The number of 
particles for each frame, M, is 90. Figure 2 shows a typical  

 image. As it indicates, the regions of image with 
higher intensity level show the object region. It is obvious 
that the fuzzy based color space is able to discriminate the 
object and background. The employed value for threshold, 

, is sufficient to eliminate the background components. 
To reduce the computational costs the background is 
considered as a frame which is surrounding the object's 
window instead of the whole of image. Height and width 
of this rectangular area which surrounds the object's 
window is 10 pixels greater than that of object window.  
Figure 3 illustrates the result of the algorithm in 
comparison with the mean shift method. 
 
In each frame after calculation of MF, some of 
morphological operations such as dilation and closing are 
used to provide a unit region for object and to improve the 
performance of the algorithm to deal with partial 
occlusion. For greater occlusion, larger structure element 
is required. The shape of structure element could be 
considered corresponding to the direction of motion.  As 
figure 3 indicates, the algorithm is robust to the partial 
occlusion. This is due to using of the fuzzy color space and 
morphological operation. 

 

4. Conclusion 
A semiautomatic method for tracking of objects in video 

sequences presented. In this approach, sequential Monte 
Carlo in companying with the particle filtering is utilized. 
For weightening the candidate windows (particles) a 
special fuzzy based color model for object is used. This 
color model makes discrimination between background 
and object color elements. Experimental results indicated 
the efficiency of the proposed approach in dealing with the 
partial occlusion.  

 
 
 
 
 
 

 

 
 

 
Fig. 2. Original image (up),  (middle), (down) 
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Fig.3. the object is the car with blue color. Red rectangle is the result of the proposed method and darken blue rectangle is that of mean shift 

method.  
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