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Summary
The data warehousing environment includes components that are inherently technical in nature. These cleansing components function to extract, clean, model, transform, transfer and load data from multiple operational systems into a single coherent data model hosted within the data warehouse. The analytical environment is the domain of the business users who use application to query, report, analyze and act upon data in the data warehouse. The conventional process of developing custom code or scripts for this is always a costly, error prone and time-consuming. In this paper, we propose a web based framework model for representing extraction of data from one or more data sources and use transformation business logic, load the data within the data warehouse. All the above mentioned have been modeled using UML because the structural and dynamic properties of an information system at the conceptual level are more natural than other classical approaches. New feature of entire loading process of data movement between source and target system is also made visible to the users. In addition a reporting capability to log all successful transformations is provided.
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1. Introduction
In the world of distributed, heterogeneous database systems there is always a need for data migration process where there is a need to consolidate data from one or more data sources and move from one system to another. This process involves extracting the data from known sources which are of business interest. Once the decision is made to perform data migration and before migration can begin the following analysis must be performed:

- Analyze structure of data in the legacy system
- Analyze and define target structure of data in the new system
- Perform field mapping between source and target structure with data cleansing
- Define the migration process

To analyze and define source and target structures, analysis must be performed on the existing system as well as the new system to understand how it works, who uses it, and what they use it for. A good starting point for gathering this information is in the existing documentation for each system. This documentation could take the form of the original specifications for the application, as well as the systems design and documentation produced once the application was completed. Often this information will be missing or incomplete with legacy applications, because there may be some time between when the application was first developed and now.

Consider a banking scenario, where there may exist a tons of volume of complex data available at different sources in different formats distributed across the network which are of business interest hence there is always a need to perform migration of data by extract, transform and load process to get data in unique and generalized format. The data warehousing is a challenging area where the data is critical for business decision. The ETL process is the key component area which needs to be addressed for correct business decision results and to improve data quality.

Much of research is not yet been done for ETL phase in web based scenario Hence there is a need for modeling the ETL process in web based distributed environment to provide effective business decision results for organizations.

2. Related Works
The design, development, and deployment of ETL processes currently being performed are adhoc and inhouse in nature and need design, modeling and methodological foundations. Electronic data available on the web is exploding at an ever increasing pace. Most of this data is unstructured and may also available in different format with redundant data hidden thus increasing complexity to analyze on the data volume available and hence a time consuming and
challenging task, thus making search difficult and hence restricts traditional database querying. A conceptual model based on ontology to extract and structure the data automatically is given by Embley [1]. Further the conceptual and logical modeling of ETL process has been discussed by vassilidis. [2][3] Tomasic discussed the distributed mediator architecture model and modeling of data source connections, the interface to underlying data sources and query processing semantics. [5]

In [4] Skiadopoulos, Spiros discussed on modeling formal logical model for ETL processes and how this model is reduced to an architectural graph. In [8], authors study the lifecycle of a DW and propose a method for the design, development and deployment of a DW.

In this paper we model the framework for entire ETL process using UML because the structural and dynamic properties of an information system at the conceptual level are more natural than the naive approaches such as the ER-model. A software implementation for the same has been provided.

3. Proposed Solution

About 80% of the existing solutions currently available in the market are thick clients, maintenance of these involves typical hardware, storage, security requirements and also a need of backup and storage mechanisms. One of the important consideration particularly for database or data warehousing projects is the performance requirements. For example, no user will accept the software if it does not return results needed in few seconds.

3.1 Architecture For ETL Process

In our proposed approach the whole system is decomposed into three components, viz. extraction, transformation, loading are treated as ETL software as shown in Figure. 1. There will be only one server system with any number of clients present in the network or one or more servers if needed. Both the client and the server can communicate through the network. The client can only view the information as an end-user. Many subsystems run on more than one machine depending on access to internet. Hence we need to carefully examine the allocation of subsystems to machine and the design infrastructure for supporting communication between subsystems. These machine are modeled as nodes in the deployment diagram. Extraction and Loading subsystem run on the web Server while Transformation subsystem runs on the On board machine.

In Figure.1 shown below, ETL web interface application API library files and other necessary software are available forming a system at client tier while the application and database server together are available as a different subsystem at server tier level.

3.2 UML Modeling For Web-Based ETL Process

In Figure.2, The class diagram for ETL mechanism is given. The main elements in this diagram are the class OLTP, OLAP, Transformation, Loading etc. The data is extracted as shown in class diagram from various data sources like flat files, databases as needed after data cleansing and then it undergoes transformation based on business transformation logic by mapping fields like ‘m’ for male, ‘f’ for female represented as a transformation class and loaded finally to OLAP. A unique transaction identifier is used to identify a particular transaction performed as represented with trans class.

Fig. 1 Deployment diagram for modeling web based ETL process

Fig. 2 Sample Class diagram for ETL process
The sequence diagram for actors user and administrator are given in Figures. 3, 4 respectively

![Sequence diagram for administrator](image)

**4. Case Study and Results**

We have implemented a system that handles the ETL process in web based scenario. The software is implemented using an object oriented approach based on the architecture and the analysis modeling provided in above sections 3.1 and 3.2 respectively. This system uses J2EE technologies and metadata framework has been developed that provides information for identifying the user transactions being performed and handling ETL related metadata i.e. describes source data, target data and transformation carried out is stored in the repository. User can generate all types of transformations on all types of databases. A new feature is provided in our system that allows the entire loading process of data being migrated and loaded to target environment along with validation of source and target field mapping to be visible to authenticated users as shown in Figure 8. The implementation process involves:

- Login to system and generating unique Transaction id
- Selecting OLAP or OLTP source system
- Get the tables, generate tables, map fields
- Load data in to the database

Consider a Tire Corporation with branches across Asia, America and Europe as shown below in figure 5. First tire was produced in 1983 and it wasn't until two years later that they began exporting their tires outside Japan and entered the US market only in 1990.

![Deployment diagram for example scenario](image)
As the organization grew, so did the need for accurate and immediate information. The company lacked an effective way to consolidate, manage and distribute business data. Data resided in many different sources and in different formats, limiting its ability to analyze and deliver it within a single platform.

The fundamental problem is that their Sales data was in the Operation System, Objective was in a flat file and Market data was in a SQL database. It was not only time consuming to create a report but also not flexible to do further analysis.

Traditionally, Tire Corporation could not track or forecast actual sales. Therefore, it was essential to access information in the data mart with ease. They needed to get a deeper insight into their key sales performance to better forecast the market.

After studying the data from different sources, we can come up with a model of how the information fit together. To enable this, there is a need to understand the existing information and find the correlated pieces, then create a common format for the data mart in a database.

In order to achieve this we can use our proposed system implemented, available at different client stations and convert the data as needed to a single format as need and stored at some warehouse.

This can be achieved with minimal over head. Reliability is provided in transformation and loading process as entire loading process with data being migrated and other results are made visible to the user with the feature provide in our system. It gives an insight clear picture of what data is being transformed and migrated to which target system etc.

The need for heavy hardware configuration is eliminated at client site, using our system with minimal effort.

The figures 6, 7, 8, 9 show sample ETL process performed along with the additional feature of loading in web based scenario.

Fig. 6 Sample screen showing list of tables of source database, columns of TRANS table.

Fig. 7 Sample Transformation using web interface component

Fig. 8 Sample Loading process showing the phase of data migration to the user

Fig. 9 Reports of successful transformation
5. Conclusion and Future Scope of Work

It is observed that the scenario of data extraction transformation and loading in the web based gives more flexibility, if represented using UML. The heterogeneous and distributed database systems that can be used to support trading corporations, banks, financial and human resource management systems of an organization at various levels when modeled with this architecture gives more flexibility and reduces maintenance cost, hardware and software infrastructure needed and storage requirements over various client stations and also loading data is made reliable with the new feature provided with implementation of visible migration of data loading process. After successful loading of data the user can view the transformation reports describing source data considered and target database to which the data is loaded. Future directions may include analyzing multimedia information sources, automating mechanisms for ETL process.
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