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Abstract: 
The main objective of this paper is to develop a new scheduling 

algorithm for scheduling of tasks in real time operating systems. 

The proposed architecture is a modified version of round robin 

architecture which is used for scheduling of tasks in real time 

operating systems. It is observed that the proposed architecture 

solves the drawbacks of simple round robin architecture in real 

time operating systems by decreasing the number of context 

switches waiting time and response time thereby improving the 

system performance This paper also explains the development 

of a new Web-enabled simulation framework:  to study and 

evaluate the performance of various uniprocessor real-time 

scheduling algorithms for real-time scheduling.  Task ID, 

deadline, priority, period, computation time, and phase are the 

input task attributes to the scheduler simulator and chronograph 

imitating the real-time execution of the input task set and 

computational statistics of the schedule are the output. The 

proposed framework for the scheduler simulator is mainly 

developed to be used as a teaching tool. The Web-based 

deployment of the simulator enables the user a platform-, 

machine- and software-independent utilization of the technical 

resource. 
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1.  INTRODUCTION 

A real-time computing system can be defined as a real-

time application which is expected to respond to stimuli 

within some small upper bound on response time and any 

late result is as bad as a wrong one. Thus correctness of a 

real-time system could be stated true with logical 

perfection in the computational result and its timeliness. 

For real-time embedded systems, the primary objective is 

to ensure that all tasks meet their deadlines.. A real-time 

operating system (RTOS) is a multitasking operating 

system intended for real-time embedded applications. 

RTOS facilitates the creation of a real-time system, but 

does not guarantee the final result will be real-time; this 

requires correct development of the software. An RTOS 

does not necessarily have high throughput; rather, an 

RTOS provides facilities which, if used properly, 

guarantee deadlines can be met generally or 

deterministically. An RTOS will typically use specialized 

scheduling algorithms in order to provide the real-time 

developer with the tools necessary to produce 

deterministic behavior in the final system. An RTOS is 

valued more for how quickly and/or predictably it can 

respond to a particular event than for the amount of work 

it can perform over a given period of time. Key factors in 

an RTOS are therefore a minimal interrupt latency and a 

minimal thread switching latency.  

Real-time scheduling theory has shown a transition from 

cyclical executive based infrastructure to more flexible 

scheduling models such as fixed-priority scheduling, 

dynamic-priority scheduling, feedback scheduling or 

extended scheduling[4]. In fact, recent studies shows that 

almost every existing real-time operating system provides 

only POSIX-compliant fixed-priority scheduling since it 

can be easily implemented in commercial kernels. The 

author[12] has discussed the basic architecture of fixed 

priority scheduling which implies that there will be single 

server and the jobs will be allocated based on the priority 

given by the user.   The aurthor[5] proved that standard 

analysis of fixed priority assumes that all the 

computations of each task must be completed within task 

deadlines but in practice this is not the case, deadlines is 

most currently associated with last observed event of the 

task. The internal events and kernel overheads can occur 

after the deadlines. Reindir  and Pieter  revealed the worst 

case response time analysis of real time tasks using 

hierchial fixed priority scheduling[15] .Using an example 

which consist of single server the author portrays that the 

existing worst case response time analysis can be 

improved, from these analysis it is conclude that there is a 

need to develop a new scheduling algorithm which is a 

modified version of round robin architecture that 

incorporates priority component for tasks which solves 

the drawbacks like large waiting time and response time 

in real time operating systems.  

Real time systems always have a time constraint on 

computation. Each task should be invoked after the ready 

time and must complete before its deadline[6],[7],[8].  An 

attempt has been made to satisfy the constraints in many 

scheduling algorithms both non preemptive and 

preemptive[12].. Richard roehi  proposed a new way of 

scheduling which implements a new priority queue in the 

round robin architecture that gives priority to tasks with 

http://en.wikipedia.org/wiki/Computer_multitasking
http://en.wikipedia.org/wiki/Operating_system
http://en.wikipedia.org/wiki/Operating_system
http://en.wikipedia.org/wiki/Real-time_computing
http://en.wikipedia.org/wiki/Throughput
http://en.wikipedia.org/wiki/Interrupt_latency
http://en.wikipedia.org/wiki/Thread_switching_latency
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Range R  X Total no. of Process in the system N
Timeslice  

Priority Pr  X total no. of Priority in the system P


short central processing unit(CPU) burst thereby 

improving the performance of the tasks with less CPU 

burst[13].  Fair scheduling with tunable latency (Klaus H. 

Ecker 1996) is a round robin approach that proposes an 

alternative and lower complexity approach to packet 

scheduling, based on modifications of the classical round 

robin scheduler. The authors showed that appropriate 

modifications of the Weighted Round Robin service 

discipline can, in fact, provide tight fairness properties 

and efficient delay guarantees to multiple sessions. Round 

robin approach has its applications on networks by 

allowing the network devices to have a free share of 

network resources. Various types of scheduling 

algorithms such as Dificit Round Robin[9],[10],[11]. have 

been implemented. Real-time simulation tools speed up 

the decision making processes during the selection of 

suitable scheduling algorithm for a real-time embedded 

application. They also stand as teaching tool helping 

learners of real-time system grasp the core ideas related to 

system modeling quickly. There have been various 

simulator frameworks created for this purpose, too . The 

performance analyses of the above mentioned simulator 

frameworks were carried out and it is found that these 

simulators are not user friendly and hence the need for 

developing a new Web-based simulator framework was 

discovered. 

2.  NEED AND SIGNIFICANCE OF WEB-

BASED DEPLOYMENT 

There are vital reasons behind the implementation of the 

simulator as a Web-enabled framework and Web-based 

deployment as pointed out here. They are ease in 

deployment and enhancement of functionality. Anytime, 

anywhere access to users  any computer with Web 

connectivity can be used for learning and teaching. Easy 

access to users over the Internet since no extra hardware 

or software is required to access the application. 

3.  DESIGN AND IMPLEMENTATION OF 

PROPOSED ALGORITHM ROUND 

ROBIN PRIORITY 

The proposed algorithm eliminates the drawbacks of  

implementing a simple round robin architecture in real 

time system by introducing a concept called intelligent 

time slicing depends on two aspects they are Priority and 

context switch . The proposed architecture allows the user 

is allowed to assign Priority to the system .  . A dedicated 

small Processor used to reduce the burden of the main 

Processor which calculates the time slice for the tasks 

based on their Priority and these tasks are arranged based 

on Priority execute in the main Processor with their 

individual time slices. The proposed architecture can be 

implemented in real time because of greater response time 

and throughput and the users can allocate Priority to every 

individual task. The proposed algorithm  works efficiently 

when the range of CPU burst for tasks is large and the 

scheduler follows static scheduling. The function of the 

small Processor are shown in figure 

 

 
Figure  3.1  Block Diagram of proposed Algorithm 

Table 3.1 Input component for the processor 

Process ID 
CPU burst time 

(milliseconds) 
Priority 

1 25 2 

2 5 3 

3 15 1 

4 8 5 

5 10 4 

 
Time slice calculation for proposed architecture he 

time slice for the proposed architecture is shown 

 

 

 

 

 

 maximum cpu burst + minimum  cpu burst 

Range = ---------------------------------------------------- 

2 

The time slice is calculated for all Process based on the 

Priority and scheduled in the ascending order based on 

Priority .figure shows Process 3 has the calculated time 

slice of  15 milliseconds and has the highest Priority so it 

is scheduled at the beginning. The Process 3 executes for 

15 milliseconds and is pre empted and given to Process 1 

which has the next highest Priority. The Process 1 

executes in time slice of 8 8milliseconds by the Processor. 

In this  way all the Processes are scheduled and executed 

in the ready queue 

 

          25 + 5 

Range = ----------------- 

                          2 
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Table 3.2 Calculation of timeslice for proposed algorithm  
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1 25 2 15 5 5 8 

2 5 3 15 5 5 5 

3 15 1 15 5 5 15 

4 8 5 15 5 5 3 

5 10 4 15 5 5 4 

               

 
Figure  3.2 Execution of tasks in the proposed algorithm 

Comparison with round robin round robin architecture 

cannot incorporate priority in the system. It schedules the 

tasks in first come first serve manner based on the time 

slice which is equal for all the tasks in the system. In the 

proposed architecture priority is incorporated in the round 

robin architecture. The tasks are scheduled based on 

priority and the time slice will be calculated for each and 

every individual tasks and the tasks executes on the 

processor based on the calculated time slice. As shown in 

the table P3 has the highest priority so it has less waiting 

time and less turn around time when executed in normal 

round robin architecture. This proposed architecture 

explains the proposed architecture is superior to normal 

round robin architecture. Tasks with highest priority less 

waiting time and less turn around time thereby increasing 

the overall system performance of hgher priority tasks 

4.  DEVELOPMENT OF WEB BASED 

SIMULATOR 

4.1. Design of  Proposed Web-Enabled Simulator 

This section describes the development of the 
proposed simulator framework in java environment. A 

framework for evaluation of a scheduling algorithm must 

satisfy characteristics such as simplicity, compatibility 

with the PC platform usage of the standard operating 

system functions, accuracy of results, ease of use etc. 

Majority of these requests are aimed for use in the visual 

user interface that looks as shown in the Figure 4.1.The 

proposed Web-enabled scheduler simulator could be 

operated through a Web browser through a set of click-on 

and data input windows. 

 

 
Figure  3     Block Diagram of proposed simulator  

Scheduling algorithm evaluation and analysis tool 

performs the task definition, task sets generation, 

execution of selected algorithms, execution analysis of the 

execution and results are displayed. The performance 

evaluation of the real-time scheduling algorithms is 

carried out based on the results obtained through 

computational analysis. The proposed simulator has one 

input panel (scheduling input form) and two output panels 

(statistics form, graphical view panel) .  

4.2 IMPLEMENTATION OF PROPOSED WEB 

BASED SIMULATOR 

Scheduling input formThe task parameters (eg arrival 

time , service time etc) can be defined by the user in the 

scheduling input form . similarly the users can also select 

the scheduling algorithm. The control functions are also 

defined in the scheduling input form. The user view of the 

input panel is shown in figure 4.2. 

 

Figure 4.2 Task scheduling input form in the simulator 
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The proposed simulator has been developed and deployed 

in the web platform and the users can access the simulator 

in the weblink shown below 

http//: www.test.360degreeinfo.com. 

Statistics form The statistics form gives the statistics 

which is computed during the execution of tasks in a 

simulator. Criteria such as task waiting time, turn around 

time etc are computed and are visible to the user in this 

panel as shown in figure 4.3 

 

 

Figure 4.3 Statistics  Form 

The most successful scheduling algorithm for the periodic 

tasks scheduling is the one that has minimal response 

times, minimal number of tasks with missed deadlines and 

maximal resource utilization in the given workload and 

with other parameters. 

The complete task model is too complex for 

implementation and some of the task parameters are hence 

ignored. In real-time systems two characteristics of tasks 

are considered to be of primary interest: criticality or 

importance; and timing. Task importance is frequently a 

subjective issue, whereas timing is objective. The 

essential timing attributes of tasks are deadline (TD), 

worst-case computation time (Tcw) and period (Tp), 

 

Graphical view panel the output of task simulator 

graphical view panel is shown in figure 4.4 

 

 
Figure 4.4 Output (timing diagram) 

5. CONCLUSION 

 
The proposed Web-enabled framework gives the 

developer the possibility to evaluate the schedulability of 

the real time application..  Numerous benefits were quoted 

in support of the Web-based deployment technique 

employed. The framework which is proposed can be used 

as an invaluable teaching tool. Further, the GUI of the 

framework will allow for easy comparison of the 

framework of existing scheduling policies and also 

simulate the behavior and verify the suitability of custom 

defined schedulers for real-time applications. In addition, 

the real-time scheduler co-processor hardware can help 

the learners have a closer view of scheduling tasks in real-

time hardware. also the new proposed algorithm which is 

developed is implemented on the proposed java simulator 

and this algorithm has greater waiting time and response 

time compared to normal round robin architecture 
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