
IJCSNS International Journal of Computer Science and Network Security, VOL.10 No.5, May 2010 
 

 
 

19

Manuscript received May 5, 2010 
Manuscript revised May 20, 2010 

 
An Overview of Alagappa University Delay Tolerant Water 

Monitoring Network 
 

Laveen Sundararaj† and Palanisamy Vellaiyan†† 
  

†Honeywell research scholar at Department of Computer Science and Engineering, Alagappa University, 630003 India 
††Head of the Department of Computer Science and Engineering, Alagappa University, Karaikudi, 630003 India 

 

Summary 
The technology of Delay and Disruption Tolerant Networking 
deals with networks in challenged environment. DTN is part of 
the Inter Planetary Internet with primary application being deep 
space networks. The terrestrial DTN has interesting research 
applications which also act as test beds for addressing its open 
issues such as routing, naming, security etc. Alagappa University 
Delay Tolerant Water Monitoring Network is one such 
environmental application that is used for research on DTN. The 
AUDTWMN is simulated on Alunivdtnsim, a desktop simulator 
in C language. The paper first introduces the basic design of 
AUDTWMN as a proposed application for monitoring select 
water bodies in the district of Sivaganga in the state of Tamil 
Nadu, India. With AUDTWMN as test bed for DTN, we analyze 
the proposed design by observing its throughput performance for 
select routing algorithms during simulation. Based on a best case 
routing scenario, the simulation findings are graphically 
presented in detail. 
Key words: 
DTN - Delay and Disruption Tolerant Networking, IPN – Inter 
Planetary Internet, AUDTWMN- Alagappa University Delay 
Tolerant Water Monitoring Network, Alunivdtnsim – Alagappa 
University Delay Tolerant Network Simulator, LTP – Lick Lider 
Transmission Protocol, PRoPHET – Probabilistic Routing 
Protocol using History of Encounters and Transitivity. 

1. Introduction 

Delay and Disruption Tolerant Networking (DTN) [7] 
refers to broad class of Wireless Ad-hoc networks that 
operate in challenged environments plagued by delays and 
disruptions [12]. DTN is part of the Inter Planetary 
Internet, an initiative started at the Jet Propulsion 
Laboratory (JPL) by Vint Cerf et.al a few decades ago. 
DTN has evolved over the years with major research 
contributions from academicians and Industry. DTN is a 
network of regional networks. It acts as a overlay on 
regional networks. DTN supports interoperability by 
accommodating mobility and low Radio Frequency (RF) 
power capabilities of the nodes involved. DTN includes 
RF, Ultra Wide Band (UWB) networks, Optical and 
Acoustic networks. Though simultaneous connectivity 

may be absent, a combination of store & forward, along 
with node mobility makes message delivery possible. The 
bundle protocol [8] is a DTN protocol based on overlay 
technique. It can be used on any convergence layer such as 
TCP, UDP and LTP. The Lick-Lider Transmission protocol 
[11] is another DTN specific protocol operating at 
convergence layer. While the bundle protocol moves data 
packets (bundles) end to end, the LTP is more of a point to 
point type. While the space applications which are the 
primary beneficiaries of the DTN [10] have provided 
ample scope for its research, many terrestrial applications 
has been conceived that use and contribute to DTN 
research. Few of such terrestrial applications [11] include: 
(i) Reindeer herd tracking by the Saami tribesmen in 

Arctic Circle.  
(ii) Zebra tracking to monitor the movement of zebra and 

manage their habitat effectively in Africa. 
(iii) Early detection of the invasion of Australian cane 

toads, a pest and invasive species in non-native 
regions. 

(iv) Seismic monitoring in Mexico for early warning 
system against earth quakes, volcano and land slides. 

(v) SenDT – an initiative by the Trinity College Dublin 
Ireland to monitor lakes in Ireland.  

(vi) DTN - Simple Text Message application over android 
OS introduced in Nexus One Cellular phones by 
Google Inc. 

  
Based on DTN’s applicability for a multitude of terrestrial 
applications, the authors devised upon a DTN based water 
monitoring network [9] that will serve the dual purposes of 
environmental conservation and research. It can be used to 
monitor critical parameters of water bodies in 
environmental context and as a test bed for DTN in 
research context. Monitoring water bodies in district of 
Sivaganga [21] seemed to be an important environmental 
need due to the following reasons:  
(i) It has an area of 4468.11 Sq. Km and is classified as 

drought prone.  
(ii) It suffers from both poor soil quality and insufficient 

rainfall. 
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(iii) It has forest land and cropped land constituting 5% 
and 27% respectively of its total area. 

(iv) It has an average population growth of 9.78% every 
year. 

(v) Urbanization is increasing by 2% every year. 
(vi) It has no water sampling location, the nearest being 

Parthibanur (under Madurai surface water quality 
monitoring [22] station's Jurisdiction) which is 
upstream of the Vaigai river from Sivaganga. The next 
one down stream is on the Ramanad big tank on the 
distributary that does not flow into Sivaganga.  

With all the above factors, combined with absence of 
perennial rivers (Vaigai and Thenar are seasonal) or dams, 
the pressure on available water bodies is increasing. The 
rest of the paper describes the design considerations for the 
proposed AUDTWMN [9], its simulation using 
Alunivdtnsim [3] and analysis of the simulation runs. The 
data from the simulation will be used for formulation of 
effective DTN routing algorithms which in turn will be 
used build a more robust water monitoring application. 
The DTN imposes a new model for routing [14] as it 
consists of a sequence independent, local forwarding 
decisions based on current connectivity info and/or 
prediction of future connectivity info. 
 
2. Design Considerations 
 
The application intends to monitor 5 strategically located 
lakes which are representative of the water bodies in the 
district. The application is also scalable so as to 
accommodate as many nodes as there are water bodies. 
The application must lend itself to be a research tool by 
enabling simple interface and reconfigurable components. 
With all these pre-requisites the following design has been 
conceived by the authors. 

Ilayankudi
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Kalaiyarkoil
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Madurai

S1

S2 S3

S4

Bus B1

Bus B2 Bus B3
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Fig. 1 Schematic of the proposed AUDTWMN. 

The Sivaganga district consists of 6 taluks namely, 
Sivaganga, Manamadurai, Iilayankudi, Devakottai, 
Karaikudi and Tirupatur. As the feeder river Vaigai comes 
under the Madurai water quality monitoring station, the 
data collected from Sivaganga district through the 
AUDTWMN shall be delivered at Madurai. The towns in 
considerations are conveniently connected by National 
Highways 45B,49,226 and State Highways 28,33,34,35. 
The Tamil Nadu state transport operates scheduled bus 
service to these towns and hence is the obvious choice for 
data mules. Three busses B1-B3 act as data mules. Besides 
the bus is a superior data mule in technical terms as it has a 
decent power source from its alternator and battery. As of 
now, 4 lakes adjoining the road have been chosen as they 
will be within the 30 meter radio range of the IEEE 802.11 
wi-fi which forms the radio link between the sensor nodes 
and data mules. Four sensor nodes S1-S4 keep collecting 
the water parameter and transmit them to the data mules. 
The 5th lake is a special candidate that is located interior 
and away from the road. They also use special data mules 
which are 4 DTN node collared cows C1-C4 from a cattle 
herd that regularly graze the fallow lands between the road 
and lake. While the hardware design and development of 
the participating nodes is a parallel effort, this paper 
focuses more on the overall water monitoring application 
design. Such a preliminary design is visualized using 
Alunivdtnsim [3], which is a simple in-house simulator for 
DTN. The authors developed Alunivdtnsim after they had 
limited success customizing NS2 [6], NCTUns [2] and the 
ONE [5] for AUDTWMN. Not much needs to be done on 
the software side as the authors propose to use dtn2.5 on 
the nodes. The dtn2.5 running on Ubuntu Linux 9.10 
platform serves as excellent DTN nodes [4]. In lab 
environment, DTN bundles were successfully sent across 
using the bundle protocol. 
 
3. Simulation Considerations  
 
The Alunivdtnsim [3] is a C language based DTN 
simulator. It has been deigned to be simple and user 
friendly keeping in mind the needs of amateur researchers. 
The Alunivdtnsim is configured with the following 
simulation set up so as to closely mimic the AUDTWMN. 
The Alunivstnsim simulates the function and synthetic 
movement of its constituent agents namely 1. Sensor 
nodes 2. Data mules (bus and cattle) and 3. Data centre. 
 
3.1 Sensor Nodes 
The sensor nodes (S1, S2, S3 and S4) simulate the motes 
that are laid in the water body along side the road. The 
sensor nodes are within 30 metres (radio range of 802.11b) 
of the road so that the data mules (buses) can receive the 
data.  The sensor nodes in Alunivdtnsim sample a water 
parameter every 3 hours. The global tick is scaled to a 
second each and hence the sampling happens once every 
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10800 global ticks. The sensor node has a circular memory 
of size 16 bytes (8 words). Each message packet is an 
integer which is 2 bytes (1 word) long. The sensor readout 
function reads and ensembles the message packet from 
memory location word 1 to word 8 after which it 
overwrites word 1. The assumption is that the message is 
taken by the data mule (bus) before being over written. 
This assumption is valid by a comfortable margin because 
of the bus schedule followed by the Transport department. 
Other than collecting data once every 3 hours, the sensor 
node remains asleep most of the time in order to conserve 
battery. It is awaken by the presence of data mule which 
performs a data pull from the sensor node on radio contact. 
 
3.2 Message Packet 
 
The End Point Identifier (EID) is 3 bit long. Alunivdtnsim 
uses 5 EIDs from 001 to 101 to represent the nodes S1 to 
S5. As B1-B3, C1-C4 and D1 do not generate data, their 
EIDs are reserved, but not used. Message Identifier 
(MESSGID) is 7 bits long. It can be used to stamp 128 
messages from each of 8 nodes. Since only 1 packet is 
generated every 3 hours, it amounts to only 8 packet a day 
and 56 packets a week. Since the Time to Live is 7 day 
max, the old packets will be purged out of the network. So 
128 is good to hold messages generated for more than 2 
weeks, there by ensuring no 2 different packets have the 
same EID+MESSGID combo at any given point of time 
inside of the whole network. The Message (MSG) is 3 bits 
long. This is the actual scientific data being collected from 
the water body. Say if we are collecting dissolved oxygen 
level from a lake, while 000 may represent the acceptable 
dissolved Oxygen level, all the other bits can be calibrated 
to represent a quantized value of dissolved Oxygen below 
the nominal value. Please note that we are not interested in 
knowing if the dissolved Oxygen level is above the 
nominal value as it is not of interest to us. The Time To 
Live (TTL) is 3 bits long. It assumes value of 111 when 
the packet is created representing the maximum value of 7 
days to live. The TTL value gets decremented every 1 day 
and the packet is eventually purged when TTL becomes 
000. Global tick again forms the basis to decrement the 
TTL every day.  

Table 1: Range of Tolerance for dissolved oxygen in fish. 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Layout of Message Packet in Alunivdtnsim 
 
3.3 Data Mule (Bus) 
 
The buses B1, B2 and B3 form the data mules. Based on 
the route they ply (local loop or district loop), they have 
slightly varying degrees of functionality. B2 and B3 are 
local buses that ply the local loop. All 3 buses are from the 
Sivaganga depot and hence it forms the base terminus for 
their operation. Bus B2 starts from Sivaganga, travels to 
Manamadurai, Ilaiyankudi, Kalaiyarkoil and reaches back 
Sivaganga. It travels at 32 km per hour taking 5 minute 
stops at Manamadurai, Ilaiyankudi and Kalaiyarkoil. It 
however takes a 30 minutes stop at Sivaganga terminus 
before it resumes the same loop route all over. The bus 
travels 10 meteres per second of the global tick, thereby 
clocking 36 km per hour. The navigation of the bus in 
Alunivdtnsim is controlled by an Inertial Reference 
System (IRS), a technology used in Aircraft. It is also 
augmented by Global Positioning System (GPS) that 
confirms the co-ordinates of locations before making turns. 
The DTN node on board bus has a circular memory of 56 
words. This is because of buses having better physical 
space and power source (alternator/battery) to handle more 
data unlike the sensor nodes. Whenever the bus B1 comes 
within radio range of sensor nodes S1, S2 or data mules 
C1, C2, C3 and C4 of the Cattle-net, on its routes, it 
performs a data pull operation of copying the message 
packets from sensor node on to itself. In exchange it 
purges those packets off the memory in senor nodes to 
avoid duplicates and to save the memory on sensor nodes. 
Hence at this point of time, the routing is of first contact 
[16] kind. If the memory in bus is full for some reason, the 
data pull operation does not over write but drops the 
packets instead. Before doing a data pull, the routing 
algorithm also ensures that the radio contact is fresh so as 
to avoid multiple contacts which result in wastage of 
battery power. 
 
The bus B3 operates similarly but in a different route. It 
starts from Sivaganaga, travels to Kalaiyarkoil, Karaikudi, 
Tirupatur and reaches back Sivaganga. It takes pit stops of 
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5 minutes each in Kalaiyarkoil, Karaikudi, Tirupatur while 
taking a 30 minutes stop over at Sivagana terminus before 
it resumes its loop route once again. The bus b3 performs 
data pull from sensor nodes S3 and S4 that are en-route. 
The buses B2 and B3 have capability to exchange data as 
in flooding routing algorithm. However, this is an optional 
feature. The bus B1 operates slight differently by virtue of 
its district loop route. It travels at 20 meters per second of 
global tick clocking 72 km per hour. The bus travels point 
to point from Sivaganga to Madurai and back with 30 
minutes stop at both places. The bus B1 initiates data pull 
from bus B2 and B3 whenever it comes in radio contact 
with them. Here again the radio range and freshness of 
contact are ensured before commencing packet transfer. It 
also has a circular memory of 56 words capacity. Only 
non-duplicate packets are fetched from B2 and B3 and 
written in free memory locations of B1. On successful 
transfer, the packet in B2 and/or B3 is purged in order to 
make room for new packets. An embedded TTL 
functionality monitoring the memory in buses performs a 
TTL check to decrement TTL and eventually purge 
expired packets.  The bus B1 does not collect data from 
any sensor directly by design. The synthetic movements of 
the bus have been statistically modeled based on their 
operating schedules. 
 
3.4 Cattle-net 
 
The Cattle-net is a special portion of the AUDTWMN 
which makes use of Cattle as Data mule to carry message 
packets from sensor S5 monitoring an interior lake. By 
interior lake, we mean that this particular water body is 
situated away from the road head. Hence there is no 
possibility of the regular data mules (bus) being in radio 
range of the sensor node. This capabity of cattlenet 
enhances the reach of the AUDTWMN into the interior 
portions of the Sivaganga district. Also as DTN test bed, It 
makes the DTN [18] part interesting by throwing more 
challenging scenario & agents (cows) to be part of the 
network. By challenging we mean the space constraints 
(the whole node must fit in a radio collar), power 
constraints (limited solar power available by trickle charge 
during day time), random grazing habits exhibited by 
livestock at will, exposure to elements (unlike bus, the 
radio collar must be designed to with stand the weather). 
The cattlenet has been proposed in the grazing stretch of 
fallow land adjoining Ilaiyankudi. It is a square patch 
measuring 12.5 km on a side. The water body is located 
approximately 17 km from the Ilaiyankudi in diagonally 
opposite side. To start with 4 cows C1, C2, C3 and C4 
form the cattle-net’s data mules. Their synthetic movement 
has been statistically and behaviorally modeled. In Indian 
context a typical herd has 12 animals. They are mostly 
cows as oxen are used for agricultural tasks. The herd 
assembles at a location close to water body. They graze the 

whole day from dawn to dusk after which they are herded 
back home.  
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Fig. 3 Schematic of cattle net portion of Alagappa University Delay 

Tolerant Water Monitoring Network. 
 
The Alunivdtnsim uses a cow-director function to 
synthesize the movement. Although a cow typically moves 
at 3.5 to 7.6 km per hour, the simulator moves the cow at 
the upper limit of 7.6 km an hour. The whole 12.5 by 12.5 
km grazing patch is divided into a 26 by 26 grid. The radio 
collar is active once every 250 seconds. The rest of the 
time it is asleep to conserve power. When a typical cow is 
radio mapped geographically every 250 seconds, it would 
have moved 500 meters every time. The movement 
however is ingeniously decided by the cow-director driven 
by a pseudo-random generator, the current position of the 
cow, and its previously covered graze grid points. The last 
3 bits of the pseudo random generator give 8 possible 
values from 0 to 7. Based on these values, the cow-director 
moves the cow to North-West, North, North-East, West, 
East, South-West, South, South-East when the pseudo 
random 3 bits take values of 0,1,2,3,4,5,6 or 7 respectively. 
When the cow finds itself in the diagonal boundaries, the 
cow-director restricts the choice of movement in only 
directions that will take then into the grazing patch to 
avoid stray away out of the graze perimeter. When the cow 
finds itself in the lateral boundaries, the cow-director again 
restricts the choice of movement in only directions that 
will take it into the grazing patch away from the periphery. 
The above behaviors are important attributes to grazing 
cattle as grazing in cultivated land and reserve forest is 
strictly prohibited. Any such incident will have the animal 
impounded and will be released only on paying the 
incurred loss. The incurred loss is assessed by the village 
local governing body (Panchayat). As Sivaganga district 
has 27% cropped area and 5% forest land, the cow-director 
mimics the safe grazing habit of the cattle. In a given day, 



IJCSNS International Journal of Computer Science and Network Security, VOL.10 No.5, May 2010 
 

 

23

 

the cow tries to avoids grazing in the same location it had 
grazed earlier in the day. The cow-director implements this 
behaviour by marking the grazing grid points that are reset 
en-mass everyday (as does the cow when it goes to sleep at 
the end of the day). The cow-director however does 
selectively reset graze grid points in a day if it finds itself 
surrounded by pre-grazed grid points only. 
 
The DTN collar nodes have a circular memory of 8 words. 
They differ from other nodes by virtue of a Sent Message 
Packet Memory (SMPM) feature. The SMPM makes a 
copy of the message packets that are transmitted to the 
data mule bus which is the next hop towards the 
destination. The SMPM helps to purge packets that have 
been passed on to the next stage. The SMPM eliminates 
the need for implementing acknowledgement feature in the 
AUDTWMN.  In order to confirm the validity of the 
proposed method, it has been first applied to the 
simulation experiment. The SMPM is again a circular 
memory of 8 words. The memory in the DTN collar nodes 
are kept low due to size constraints of the actual node. The 
Proposed node shall be a Microcontroller based device 
complete with onboard solar power system. It must be 
small enough to fit the cow with least annoyance. 
 
3.5 Data Centre 
 
The data centre D1 at Madurai [22] keeps checking for 
radio contact with bus B1. Once in radio range, it 
establishes contact and on contact being fresh does a data 
pull from bus B1. The data centre D1 has a linear memory 
of 560 words. The data centre on successfully performing 
a data pull from bus B1, purges the packet off B1’s 
memory in order to relinquish the space for new packets. 
The data centre has sufficient memory to store packets 
generated by all 5 sensor nodes for 2 weeks. 
 
3.6 Disruption events 
 
Of the many disruption possibilities, the authors have 
chosen only 2 scenarios as part of the preliminary design 
consideration. They are 1. Physical hiding of the DTN 
node by other un-known agents such as road vehicles. As 
the wireless portion of AUDTWMN uses IEEE 802.11 
which operates at 2.4 GHz, it is a line-of-sight propagation. 
Hence any physical obstruction is going to cause 
disruption of the packet transfer.  2. Radio noise in the 
medium causing radio interference. Noise may be caused 
by various reasons such as lightening (AUDTWMN is an 
outdoor application), electric arcing (the roads are lined 
with power lines), and spark plug discharge in internal 
combustion gasoline engines (majority of vehicles are 
two-wheelers which have spark plugs). While noise may 
be spread across a wide frequency spectrum, its role in 
disruption increases significantly when it’s amplitude is 

strong around the 2.4 GHz frequency (that of IEEE 
802.11). 
 
4. Simulation Run 
 
The Alunivdtnsim is run typically run for 2 weeks, 1 day 
and 6 hours (1317600 Global ticks). The results of the 
simulations are captured in one or more data log file(s). 
The data logs record all parameters against the global tick 
as time reference. The results of the simulations are 
graphically analyzed using a tool called Gnu plot [1]. Gnu 
plot is a widely used open source program for plotting and 
visualizing data. Graphical analysis involves the following 
basic steps: 
1. Plot the data. 
2. Inspect it, trying to find some recognizable behavior. 
3. Compare the actual data to data that represents the 
hypothesis from the previous step.  
4. Repeat. 
  The data log generated by Alunivdtnsim can be used to 
carry out Data analysis and visualization. Some of these 
analyses include but not limited to 
1. Graphical analysis 
2. Presentation graphics 
3. Control charts 
4. Reality representation 
5. Image analysis 
6. Statistical analysis 
7. Exploratory data analysis 
The simulator is run with various combinations of 
operational parameters so as to analyze the performance. 
Two DTN routing schemes namely the Epidemic [20] and 
First contact [16] are tried at different runs. Here again the 
Alunivdtnsim allows the user to use different routing 
schemes between different hop layers as show in figure. 
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Fig. 4 AUDTWMN represented as Graph 

 
By default AUDTWMN uses first contact for the routing 
from source layer to hop layer1, from hop layer 1 to hop 
layer 2 and from hop layer 2 to the destination layer. 
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However, the routing scheme from source layer to 0.5 hop 
layer and from 0.5 hop layer is set to (1) First contact [16]   
(2) Epidemic [20]. Also the pseudo-random generator is 
set to choose various 3 bits from amongst its integer string 
resulting in cow-director exhibiting interesting grazing 
patterns. 
 

Table 2: Message Packet delivery Performance of AUDTWMN 

Routing 
Scheme used Disrupted 

Pseudo 
Random 

 Bit Shift 

Number of Msg 
Packets 

delivered 

First Contact 

Yes 

0 463 
1 458 
2 443 
3 479 
4 491 
5 468 
6 488 

No 

0 488 
1 475 
2 456 
3 512 
4 512 
5 481 
6 505 

Epidemic 

Yes 

0 463 
1 471 
2 451 
3 471 
4 483 
5 475 
6 487 

No 

0 488 
1 488 
2 464 
3 504 
4 504 
5 488 
6 504 

 
5. Simulation Results 
 
Three parameters were varied yielding 28 combinations of 
simulation runs whose results are captured in table 2. It is 
inferred from the table 2 that maximum (512) packet 
delivery happens when Cattle-net uses First Contact 
routing, the radio contacts being un-disrupted and when 
the Pseudo random circular shift is assigned value 3 and 4. 
The minimum (443) packet delivery happens when 
Cattle-net uses First Contact routing, the radio contacts 
being disrupted and when the Pseudo random circular shift 
is assigned value 2. However the authors chose the highest 
packet delivery in a disruption ridden environment with 
491 packets reaching the data centre. The rest of this 
section presents the graphical output of Alunivdtnsim’s 
data log generated by gnu plot [1] for analysis. The total 
simulation time is divided into 2 halves for ease of 
presentation. The output progresses along with the 
propagation of the message packets from source layer to 
the destination layer passing through the intermediate hop 

layers. The grazing pattern is depicted for a typical day for 
cows C1-C4. 
 

 
Fig. 5 Message Packet counts in S5,C1-C4 and Radio Contact of C1-C4 

with S5. (First half of Simulation) 
 

 
Fig. 6 Message Packet counts in S5,C1-C4 and Radio Contact of C1-C4 

with S5. (Rest of Simulation) 
 

Fig. 7 Detailed Message Packet counts in S5. (Rest of Simulation) 
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Fig. 8 Message Packet counts in S1, S2 and C1-C4. (First half of 
Simulation) 

Fig. 9 Message Packet counts in S1, S2 and C1-C4. (Rest of Simulation) 

 
Fig. 10 Radio contacts in S1, S2, C1-C4 and B2. (Full Simulation) 

 
Fig. 11 Message Packet counts in S3, S4 & B3 and Radio Contact of S3, 

S4 with B3. (First half of Simulation) 

Fig. 12 Message Packet counts in S3, S4 & B3 and Radio Contact of S3, 
S4 with B3. (Rest of Simulation) 

 
Fig. 13 Message Packet counts in B1-B3 and Radio Contact of B2,B3 

with B1. (First half of Simulation) 

 
Fig. 14 Message Packet counts in B1-B3 and Radio Contact of B2,B3 

with B1. (Rest of Simulation) 

 
Fig. 15 Message Packet counts in B1,D1 and Radio Contact of B1&D1. 
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Fig. 16 Message Packet counts in B1,D1 and Radio Contact of 

B1&D1.(Rest of Simulation) 

 
Fig. 17 Grazing grid points covered by C1 on day 15 only. 

 
Fig. 18 Grazing grid points covered by C2 on day 15 only. 

 
Fig. 19 Grazing grid points covered by C3 on day 15 only. 

 
Fig. 20 Grazing grid points covered by C4 on day 15 only. 

  
 
6. Conclusion 
 
The overview of Alagappa University Delay Tolerant 
Water Monitoring Network, which is an environmentally 
significant application, has been presented. The features of 
AUDTWMN as DTN research application has also be 
briefly introduced. The simulations of AUDTWMN have 
been graphically presented using Alunivdtnsim. Although 
Alunivdtnsim is a desktop simulator in C language, it 
throws immense insight into the layer by layer propagation 
of the message packets from the source layer to the 
destination layer. Also a comparative performance of 2 
DTN routing schemes namely (1) First contact and     
(2) Epidemic at the Cattle-net level has been discussed. 
The cattle movement based on behavioural modelling and 
statistical synthetic disruption event modelling has been 
made part of the simulation so as to make the simulation as 
close to reality as possible. The best case realistic scenario 
of AUDTWMN has been presented at length in the 
simulation results section, capturing all the major events in 
the journey of message packets. 
 
This research is at the early design stage for AUDTWMN.  
The future scope of work proposed by the authors 
includes: 
(i) Testing the delivery performance using other DTN 

protocols such as (a) Spray and Wait [15], (c) 
PRoPHET [19] and (d) MaxProp [13].  

(ii) In addition, research is being made on an entirely 
new type of routing schemes [17] that will best fit 
the AUDTWMN. 

(iii) The results of new routing schemes applied in 
AUDTWMN to be theoretically extrapolated to the 
Interplanetary counterparts. 

(iv) Field testing of AUDTWMN and its delivery 
performance 

(v) Physical realization of AUDTWMN, deployment 
and operation. 

(vi) Enhancement of Alunivdtnsim's scope and 
functionality so as to widen it's user base and its 
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ultimate release as an Open source simulator for 
research use.  
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