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Summary 
Genetic algorithm is a useful tool to tackle optimization 
problems. In this paper the complex numbers were 
introduced into the traditional genetic algorithm, in which 
binary or real value data representation was used in the 
past, and a complex-value encoding genetic algorithm was 
proposed. Comparing with the conventional genetic 
algorithm which based on real-valued encoding or binary 
encoding, the proposed algorithm expands the dimension 
for search region and avoided getting into the local 
minimum efficiently. The computer simulation results 
showed it is useful for the problem of function 
optimization. 
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1. Introduction 

Genetic algorithms (GAs), originally conceived by 
Holland [1], represent a fairly abstract model of Darwinian 
evolution and biological genetics. They evolve a 
population of competing individuals (The individuals are 
represented as genes on a chromosome) using fitness-
biased selection, random mating, and a gene-level 
representation of individuals together with simple genetic 
operators (typically, crossover and mutation) for modeling 
inheritance of traits. These GAs have been successfully 
applied to a wide variety of problems including numerical 
function optimization [2], image processing [3-4], 
combinatorial optimization [5-6], machine learning [7], 
and so on. 

. In simple genetic algorithm (SGA) which was 
proposed by Holland, the chromosomes were expressed by 
binary-coded，and the algorithm was used to solve the 
optimization problem of discrete variables. However, with 
the change of problem, solution precisions of binary-
encoded are restriction by the length of chromosomes. If 
the length is too short, the quality of optimal solution 
would be influenced, and if the length is too long, search 
space would be increased, the efficiency would be reduced. 
Therefore, decimal-encoding was introduced to express 
chromosomes. Later, Gray coded, real coded and sign 
coding [8] were also used in GA according to the different 
problems. That is to say, the coding method is not fixed, 

and it can be changed with different problems and 
applications. Inspired by the idea of complex encoding 
which was used in artificial neural network [9-11], we 
extended the usual real-valued GA to complex numbers 
domain. Based on diploid genotypes, we proposed a new 
complex-encoding genetic algorithm and used proposed 
algorithm in the question of function optimization. As 2D 
message can be expressed by one complex number, 
variables of the same quantity can save the information 
two times more than real-encoding variables. This 
property provided the encoding method of GA for a new 
idea. It can be certified by simulation results that the 
proposed algorithm mined the individual diversity of the 
population, and overcame the shortcoming that GA pre-
matured convergence easily, and helped to improve the 
search efficiency of GA. Moreover, because expressional 
form and operators of complex number had diversity, GA 
encoded by complex number can use more flexible 
operator than the GA which were encoded by binary or 
real number. This is a new idea of GA in solution practical 
application problem in real world. 

We arranged the rest of the paper as follows: Section 2 
described the structures of the proposed GA. In section 3, 
the experimental setup was explained. Results were 
presented and comparisons with real-coded GA were made 
in section 4. Last, we presented conclusions in section 5. 
 

2. Proposed complex genetic algorithm 

In recent years, genetic algorithm which was based 
diploid genotypes (DGA) was catching more and more 
attention of scientists [12]. DGA had better properties of 
search ability and compute speed than GA based haploid 
(HGA). It is more important that DGA had expended 
bigger express space than HGA. In the nature it is usually 
that double-chain or multi-chain chromosomes are used by 
complex biological system. For diploid, in the process of 
reproduction, two chromosomes which came from father 
and mother respectively compose a chromosome pairs. 
The chromosome pair has the properties that come from 
parents. As complex code has the feature of 2directions, 
we thought to realize the proposed complex-encoded GA 
by DGA. In the following, we would explain the algorithm 
structure what we proposed. 
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2.1 Chromosomes Structure 

In diploid, the individuals of population were composed 
by two gene chains of the same length. Every gene chain 
had two alleles. In the proposed algorithm, we used 
complex number to express the allele of chromosome pair, 
corresponding to the real part and imaginary part, which 
were called real gene and imaginary gene respectively. 

For a question with m-independent variables, let there 
are m complex numbers  (k=1, 2… m), 
denoting as: 

 
Compose the chromosomal two-chain structure, if let: 

,  
then,  r is real gene string and d is imaginary gene string. 

2.2 Initial Population of Random Individuals 

According to the definition region of problem 
(k=1, 2 … m), M modulus of complex numbers 

were produced: , k=1,2..m. While m 

arguments of complex numbers were produced: 
, k=1,2..m. The m complex numbers can be 

expressed by the form of polar coordinate as follow: 
(k=1,2..m)       (1) 

According to the method which described above, generate 
a number of individuals 

 
to formation a initial group. 

2.3 Selection 

Selection is the stage of a genetic algorithm in which 
individual genomes with better adaptabilities were chosen 
from a population for later breeding (recombination or 
crossover). The main purpose of select options was to 
improve the global convergence and computational 
efficiency. But a small proportion of less fit solutions were 
selected. This helped keep the diversity of the population 
large, preventing premature convergence on poor solutions. 
In this paper, we used elitist selection [13] and roulette-
wheel selection [14], that is to say, retaining the best 
individuals in a generation unchanged in the next 
generation, and the other individuals of population were 
chosen by fitness proportionate selection. 

2.4 Crossover 

Crossover options specified how the genetic algorithm 
combined two individuals, or parents, to form a crossover 

child for the next generation. The crossover probability 
determined the probability of an individual to be selected 
for crossover. 

Crossover operator was an important method which can 
obtain new individuals and it was a key to deciding if an 
algorithm had the convergence property. In order to 
improve the speed of search, in the algorithm we proposed, 
arithmetic crossover [15] operator were used in real-part 
and imaginary-part respectively. That was to say, not only 
the length of modulus but the angle of arguments were 
changed  in every crossover operator. 
(a)  real-part’s crossover 

Let the two modulus component of the parents 
individuals which were selected to crossover are: 

 
 

it would generate a new individual  as follow: 

 
a random number  ( ) was generated by system, 
then, 

 (k=1, 2…m.)   (2) 
(b)  imaginary-part’s crossover 

Supposed that the two argument components of the 
parent individuals which were selected to crossover are: 

 
) 

and the argument component of offspring is: 
(k=1, 2…m) 

here 
=         (3) 

here  is a random value between 0 and 1. 
It can be proved simply that the angle which gained by 

crossover still belongs [0, 2 ]. 

2.5. Mutation 

Mutation was also a good method for obtaining new 
individual. Mutation options specified how the genetic 
algorithm made small random changes in the individuals 
in the population to create mutation children. Mutation 
enabled the genetic algorithm to search a broader space 
and provided genetic diversity from one generation of a 
population of algorithm chromosomes to the next, which 
can prevent the phenomenon of premature. It was more 
important in searching action than other algorithms that 
the complex-encoding had an inherent property of 
population diversity. In this paper we used two kinds of 
mutation operations: adaptive mutation [16] for modulus 
and Muhlenbein mutation [17] form argument. 
(a)  adaptive mutation for real-part 
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Set is a modulus component of a 
complex number string,  is selected to mutation, and 

definition region of  is [0, ].the modulus component 

after mutated is: 

 
there， 

          (4) 

Where, rand is a random number between 0 and 1, 
which generate by system. 
Function , there, r is also a random 
number between 0 and 1. λ  is a parameter which 
determine the degree of non-compatible, and it plays a role 
to adjust the local search area, its value can be 2 to 5. T is 
a mutation temperature, defined as:  

                               (5)    

where, f(z) is the fitness values of individual,  is the 
top limit of f(z), usually used the maximum value of 
current population. If the modulus mutated is large than 

, the mutation would be canceled. 

(b)  Muhlenbein mutation for imaginary-part 
The mutation operator of imaginary-part was adjusted 

on the basis of Muhlenbein mutation. Let  is 
an argument component of a complex number string. If  
was selected to mutate, then the argument component after 
mutated is , where , 

 gives the range of mutation, taking “+” or “-“ be the 
same probability, A=0.2 , , the mutation 
precision  is a positive integer which can be determined 
by the precision we want to acquire, , it takes 1 

by the probability of . That is to say, = . 

2.6 Termination Criteria 

This generational process is repeated until a termination 
condition has been reached. The maximum number of 
generations must be defined together with the desired 
fitness level. By satisfying either one of the above criteria, 
the GA will terminate.  

 

3. Process for GAs based on complex genetic 
algorithm 

1) In the beginning, two populations with the size of N 
chromosomes  and were 
created randomly by system, which  and  indicate the 
modulus and angle of complex of allele respectively. The 

chromosomes’ length is m. ( , , 

k=1, 2…m). The 2*N chromosomes contained the initial 
population with N chromosomes. Then the variable  
which corresponded by allele can be expressed as follows:  

                  (6)        

there k=1, 2…m； 
2) Evaluates the fitness of each individual in that 

population; 
3) If the pre-specified the termination criteria are 

reached, then stop; 
4) Select the best-fit individuals for reproduction; 
5) Breed new individuals through crossover and 

mutation operations to give birth to offspring; 
6) Go back to step 2. 
 

4. Simulation experiment and results 

When tackling a real world problem, the conventional 
approach is to test first the algorithm on a set of analytical 
functions. Most real world applications involve objective 
functions considerably more expensive to evaluate than an 
analytical one. Consequently, it is usually unviable to test 
the effectiveness of an algorithm directly on the real 
problem. There is the assumption that the chosen sets of 
functions share some characteristics with the target 
problem. Based on this assumption, one applies the 
algorithm that performed well on the benchmark in the 
expectation that it will do also well on the real world 
problem [18]. 

The function was selected for several reasons. First, it 
has been widely used, which will allow an extensive 
comparison with previously published algorithms. Also, 
the function has a number of features that are known to be 
hard for optimization algorithms and believed to be 
present in many real world problems. The Ackley function 
was a continuous, multimodal function obtained by 
modulating an exponential function with a cosine wave of 
moderate amplitude. Its topology is characterized by an 
almost flat (due to the dominating exponential) outer 
region and a central hole or peak where the modulations 
by the cosine wave became more and more influential. The 
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basin of these local minima increased in size as one moved 
away from the global minimum, as discussed by [19]. 
Thus, this function would be useful to study the behaviors 
of the algorithms when initialized in a highly multimodal 
region. 

For comparing the searching capabilities of algorithm 
which we proposed with the traditional real-coded genetic 
algorithms, we chose Ackley function as the optimization 
problem. The formula of the Ackley function was 
expressed as follow [20]: 

                (7) 
there ,  j=1, 2, and n=2. Figure 1 is the 
visualization of Ackley’s path function. 

4.1 The process of experiments 

1) Program language: Matlab was used in simulation 
experiments. 

 
Fig1: The Visualization of Ackley’s Path Function. Focus around the 

area of the global optimum at [0,0] in an area from -2 to2. 
2) Fitness function 

                     (7)    

Because Ackley function was a continuous real function, 
in order to achieve the fitness of individual, complex 
number had to be change to real number by formula(6). 
3) Genetic operations and parameter setting 

In simulation, complex-encoded GA which we proposed 
used genetic operators which had been described in section 
2, and real-encoded GA’s genetic operators were on the 
whole the same: selection operator used the combination 
of elite selection and roulette, crossover operator used 

arithmetic crossover and mutation operator used 
Muhlenbein mutation. For comparing the two algorithms 
scientific, fairly, the same parameters were set in the 
experiments: population size N=100, probability of 
crossover , mutation precision  was 15, adaptive 
mutation λ =2,  was the largest value of 

current fitness.. In elite algorithm, the 

number of best individuals which were retained 

in each generation was 2. 

4.2 Simulation results 

4.2.1 The comparison of evolution generation 
At the first experiment, we compared both algorithms 

by evolution generation. The experiment was begun with 
the same initial population. And the target minimum was 
1e-10. Figure 2 showed the comparison of the complex-
encoded GA and real-encoded GA in evolution ability. (a) 
was generation from 0 to 70, (b-d) was the details of (a) 
that the generation from 0 to 10, 11 to 35, and 36 to 70 
respectively. From figure 2, we can see that at the 
beginning (generation 0 to 13), the both algorithm 
convergence quick, and at the generation 14, the real-
encoded GA meet a local minimum and premature 
convergence. But for complex-encoded GA, when it met a 
local minimum, the value of modulus and argument 
changed continuously and jumped out the local minimum 
at generation 16. From generation 13, the real-encoded GA 
still stayed at the local minimum and cannot change. 
While complex-encoded GA reached the global minimum 
at generation 69.  
4.2.2 The comparison of success rate 

When monitoring the performance we also measured of 
success rate (percentage of cases when an optimum was 
found). We did two kinds of experiments of   success rate. 
1e-6 and 1e-15 were selected as the target minimum value. 
When the minimum is 1e-6, the two algorithms were 
executed two kinds of situations by the maximum 
generation being 50 and 100. When the target value was 
1e-15, the algorithms were executed two kinds of 
situations by the maximum generation being 200 and 1000. 
All the programs were executed 1000 times respectively, 
and the average results were recorded in table 1. From the 
table 1, we can see that: 
i) When evolution generation were changed  

No matter the optimum value was 1e-6 or 1e-15, when 
the value of N was changed from 50 to 100 or from 200 to 
1000, the success rate of real-encoded GA hardly changed, 
(The success rate of real-coded GA was changed from 
33.5% to 34% in the experiment that the target was 1e-6, 
and from 6.5% to 7% in the experiment when the target 
was 1e-15.) But for the complex-encoded GA which we 
proposed the changing were obviously. (The success rate 
of complex-coded GA was changed from 85.6% to 100% 
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when the target was 1e-6 and from 39.8% to 74% when 
the target was 1e-15.)  
ii) When the precision of optimum values were improved 

From the table 1, we also can see that when the 
precision of optimum values were improved from 1e-6 to 
1e-15, the success rate of real-encoded GA descended 
from over 30% to below 10% when the generation is 
enough, while the success rates of complex-encoded GA 
still kept over 70%. 
4.2.3 The comparison of the optimal value which 
algorithm can reach 

At the experiment 3, we tested the optimal value which 
the both algorithms can reach. We executed both 
algorithms by the same initial population. The maximum 
generation was 1000. The terminal condition was that the 
minimum value was not changed in 100 generation 
continuous or the maximum generation was reached. The 
experiments also were done 100 times respectively, and 
the best solution and the worst solution were recorded in 
table 2. 

From the table 2, we can see that the both algorithms 

can reach the best solution of 8.88e-16. (This is the 
minimum value which can  be computed by Matlab with 
the data type of  long float, the decimal part is 50 bit, and  
the minimum value is 2^(-50)=8.88e-16.) But for the worst 
solution, the real-encoded GA’s expression was awful. It 
only found the 0.12966 after 107 generation were 
evaluated. While for the complex-encoded GA the worst 
solution was 7.99e-15. By the way, the real-encoded GA 
can reach the ideal value 4 times of the programs were 
executed by 100 times and the complex-encoded GA 
achieved the ideal value 48 times of 100 times. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2: Comparison of the complex-encoded GA and real-encoded GA in evolution ability by function value which generation was from 0 to 70. 
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Table 1: Simulation Results: Performance comparison between real-coded GA and Complex-coded GA 
 Real-encoded GA Complex-encoded GA 
fval<10-6 N=50 33.5% 85.6%

N=100 34% 100%
fval<10-15 N=200 6.5% 39.8%.

N=1000 7% 74%
 
 

Table2: Simulation Results: the best solution and the worst we can achieve by both algorithms 
 The best solution The worst solution 

X(1) X(2) fval X(1) X(2) Fval
Real-encoded GA -7.07e-18 1.68e-16 8.88e-16 0.192875 0.0003745 0.064443
Complex-encoded GA -3.65e-18 9.93e-17 8.88e-16 -1.82e-15 2.32e-15 7.99e-15
 

5. Conclusions 

We presented a GA (complex-coded GA) which had 
been shown to be effective in optimizing high dimensional 
real-variable functions. Complex-coded GA’s performance 
has been tested on Ackley function, in which the function 
had a number of features that is known to be hard for 
optimization algorithms and believed to be present in 
many real world problems.  

In this paper, we described the genetic operator based 
on complex encoding by introduced diploid. Complex 
numbers have the character of 2D, which made complex 
number express more and more information than binary or 
real number. In addition, when the 2D’s complex numbers 
were mapped into one direction, that is to say that when 2 
dimensional space encoding were corresponded to one 
dimensional encoding space, there was no doubt that we 
can improve the diversity of population. Compared with 
the traditional GA, complex-encoded GA did not perform 
as well as this algorithm for problems with few local 
minima. This algorithm not only had the inherent ability to 
maintain the population diversity, improve the search 
ability for global optimal point, but also provides a useful 
exploration for the development of GA. Simulation results 
show its effectiveness.   
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