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Summary 
Cyber attack is one of the most rapidly growing 
threats to the world of cutting edge information 
technology. As new tools and techniques are 
emerging everyday to make information 
accessible over the Internet, so is their 
vulnerabilities. Cyber defense is inevitable in 
order to ensure reliable and secure 
communication and transmission of information. 
Intrusion Detection System (IDS) and Intrusion 
Prevention System (IPS) are the major 
technologies dominating in the area of cyber 
defense. Tremendous efforts have already been 
put in intrusion detection research for decades 
but intrusion prevention research is still in its 
infancy.  This paper provides a comprehensive 
review of the current research in both Intrusion 
Detection Systems and recently emerged 
Intrusion Prevention Systems. Limitations of 
current research works in both fields are also 
discussed in conclusion. 
Keywords:  
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1. Introduction 

Besides perimeter firewalls, Intrusion Detection System 
(IDS) and Intrusion Prevention System (IPS) are the major 
techniques widely used by organizations in various fields 
to defend cyber attacks. IDSs basically use system 
generated retrospective log files and apply specific 
detection techniques to determine attacks. On the other 
hand, IPSs not only detect attack using similar techniques 
as IDSs, they have the capabilities to take specific 
responses as well. Intrusion detection has been an active 
research field for decades and tremendous achievements 
have been accomplished by researchers in detecting 
intrusive incidents by applying various techniques. In 
response to rapid growth of cyber attacks, intrusion 

detection system by itself is not adequate but taking 
appropriate response at the same time have proven to be 
promising in defending cyber threats. As a result, there 
have been a new research field emerged recently, intrusion 
prevention system, which is still in its early infancy.  
     IPS research took its root from IDS research and 
some researchers define IPSs as combination of IDSs with 
added functionalities [1].  Although, research in IDSs and 
IPSs are very important in order to address cyber defense, 
very few survey papers include current research works in 
both fields together. In order to address this issue, this 
paper provides a comprehensive review of current research 
works in both of the areas. Based on detection techniques, 
each of the research works and its methodology used are 
carefully reviewed. Towards the end, this paper also 
discusses the limitations of current research in both IDS 
and IPS fields. Although, there are a number of research 
works carried out on both host based and network based 
IDSs, the scope this review paper is limited to the network 
based systems.  
 
2. Research in Intrusion Detection System 
(IDS) 
 
Intrusion Detection System has been an active research 
field for at least past 30 years. In a survey of nearly 15 
years of IDSs research, Stefan Axelsson [2] describes and 
compares the early IDSs (up until 90’s). Early IDSs mostly 
focused on detection of misuse based on user activities. 
Their detection capabilities were based on logs of UNIX 
system commands invoked by individual users. 
     IDSs are categorized into two categories based on 
detection techniques they use: misuse detection and 
anomaly detection. We will explore IDS research works 
involved in these two categories based on the 
methodologies they use. 
 
2.1 Misuse Detection-based IDSs 
 
 Misuse detection technique is the most widespread 
approach used in the commercial world of IDSs. The basic 
idea is to use the knowledge of known attack patterns and 
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apply this knowledge to identify attacks in various sources 
of data being monitored. Therefore, misuse detection 
based IDSs attempt to detect only known attacks based on 
predefined attack characteristics [3]. An attack may take 
place in different patterns and the accuracy of such IDSs 
solely depends on how well the knowledge of attack 
information is preprocessed and fed to the IDSs’ detection 
engine.  Well “crafted” expert knowledge of known 
attacks can enable misuse detection based IDSs to perform 
more accurately with a low false positives.  
 
2.1.1 Signature based approach 
Signature based approach of misuse detection works just 
similar to the existing anti-virus software. In this approach 
the semantic characteristics of an attack is analyzed and 
details is used to form attack signatures [4]. The attack 
signatures are formed in such a way that they can be 
searched using information in audit data logs produced by 
computer systems. A database of attack signatures is built 
based on well defined known attacks and the detection 
engine of an IDS compares string log data or audit data 
against the database to detect attack. Each time a new 
attack is discovered, the attack signature database has to be 
quickly updated accordingly for more up-to-date result and 
accuracy.  There are various signature matching 
algorithms used in various signature based cyber attack 
detection systems.  
      Snort [5] is the most popular signature based 
lightweight network IDS which is available as open source.  
Snort can be configured in any of the three modes: packet 
sniffing mode which enables it to monitor and to display 
network traffic packets; network traffic logger mode in 
which Snort writes the network traffic log into a file; and 
IDS mode in which it has both intrusion detection and 
prevention capabilities in real time based on user defined 
known attack signatures. It uses a database consists of user 
defined attack signature rules and uses Boyer-Moore 
pattern matching algorithm against the database for each 
network traffic packet [5]. Unlike other signature based 
IDSs, Snort analyzes application layer of network traffic to 
detect specific pattern of well known attacks such as buffer 
overflow, port scan etc. [5]. When possible match is found, 
snort can alert the proper user, record the network packet 
information, and can take user defined actions such as 
dropping the packet etc. Although there are many open 
source products that can be combined with Snort to expand 
sophisticated intrusion prevention capabilities, its 
detection capability is limited to the attack signature rules 
provided in the database. Therefore, it is incapable of 
detecting novel or new attacks [6].  
     Haystack [7] was designed as one of the earliest 
signature based IDS mainly for monitoring multi-user 
system in the Air Force computing facility [2]. Primary 
prototype of the system was basically designed to detect 
only six specific types of attacks namely attempted 

break-ins, masquerade attacks, unauthorized penetration to 
the security control system, sensitive data leakage, denial 
of service attack and suspicious use of the system [2][7]. 
The security policies were converted into rules and stored 
in a database and each new session audit data was 
compared against the database to detect violation of 
predefined rules for misuse detection. Along with 
signature based misuse detection, this system also used an 
anomaly detection technique, which was based on 
behavior profile of each user’s past actions and acceptable 
behavior of specific user group. However, it was a user 
profile based non-real time IDS with limited capabilities 
[2].  
     Network Flight Recorder (NFR) [8] is a 
commercially used powerful network based intrusion 
detection and analysis tool. It uses various signatures of 
known attacks to raise alarm in case any attack is detected. 
It differs from Snort in the way that NFR is more complete 
network monitoring and analysis system than Snort [5]. 
NFR uses its own scripting language called n-code for 
generating signatures and network packet analysis. 
     Bro [9], an open source UNIX based network 
intrusion detection system, uses a signature based 
approach [10]. It detects technique is based on detecting 
known attacks and events based on pre defined attack 
signatures and events and detects uncommon activities 
(failed connection attempts). 
     Bro system is composed of three distinct layers 
namely libpcap [11]- the packet capture library for packet 
filtering, event engine- which deals with the already 
filtered network packets and a policy script interpreter- 
which handles events generated by event engine [9].  Bro 
uses special Bro scripting language to design specific 
event handler which can take an action such as generating 
real-time alert message, logging the entry based on an 
event generated by the event engine.  The Bro system is 
capable of preventing intrusive attack by taking proper 
defensive action such as blocking the attacking computer 
host or by terminating the TCP connection when instructed 
[9][12].  
     Abstraction based misuse detection system designed 
by Lin et al. [23] called, ARMD ( Adaptable Real-time 
Misuse Detection System), used its own high level 
language called MuSigs for misuse signatures abstraction 
from audit log in the UNIX based environment. Using 
MuSigs misuses were represented into easily 
understandable simple abstract forms of signatures [13]. 
The system had the capabilities to interpret these abstract 
signatures to the detection mechanism. ARMD used a 
monitoring algorithm that checked for matching signature 
for a specific view in the given event history and if there 
was any match found, it would report it. Using ARMD part 
of the monitored system, real-time misuse could be 
detected while other part of the system could be monitored 
off-line [13].  
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     Commercial vendors claim to incorporate both 
signature and anomaly based capabilities in their 
commercial IDSs but most of their systems are solely rely 
on signature based techniques in practice [10]. Kruegel et 
al. [10] applied decision tree approach for matching attack 
signatures instead of traditional signature matching 
technique such as the one used in Snort [5] and achieved 
improved detection speed.   
     Signature based approach is easy to implement 
efficiently and very popular in the commercial world [4]. 
They can operate with a high level of accuracy in detecting 
known attacks in real-time. However, signature based 
approach is incapable of detecting previously unknown or 
novel attacks. Moreover, signature database requires 
manual update of new type of attack discovered and 
human expert has to perform such task, which is time 
consuming. Therefore, there is a huge delay in the 
discovery of a new attack and development of the attack 
signature and propagating the signature in the attack 
signature database [14].   
 
2.1.2 Rule based approach 
 
Most of the widely used misuse detection systems use 
rule-based approach [3]. Such systems are built on a 
number of conditional if-then rules for their detection 
techniques. Rules are developed by analyzing attacks or 
misuses by experts and then transforming them into 
conditional rules which are later used by inference 
modules of IDSs to compare against monitoring data 
(usually logs) to detect any misuse.  
     A real time Intrusion-Detection Expert System 
(IDES) [15] [16] [17] is one of the classic rule-based 
misuse detection systems. The system uses multivariate 
methods to calculate summary statistics of the 
characteristics of user behavior from audit logs of user 
activities.  Using these statistics, the system develops a 
profile of normal behavior for each category of user group 
based on user privileges for each group composed of users 
with same level of privilege [18]. The system then uses a 
statistical sub-system to monitor and compare user 
behavior against past behavior of that user and also against 
a rule based expert system composed of the expected 
normal behavior of the user group the user belongs to. If 
the monitored user activity deviates from expected 
behavior at a significant level, that is, if the user activity 
violates any rule in the expert system, then the user 
behavior will be considered as intrusion [17]. IDES had 
the capability to detect misuse or attack by authorized 
users who abuse their given privileges.  
     Production-based expert system toolset, known as 
P-BEST [19], is a rule-based expert system that is 
consisted of a rule interpreter and a set of various routines. 
User specified facts and rules are interpreted by the rule 
interpreter into a forward chaining expert system in 

P-BEST. P-BEST rule-based expert system is used for 
computer and network misuse detection [19]. Each time a 
new fact is added, the rule sets have to be reevaluated [18]. 
Defining a fact in P-BEST is a time consuming task [3]. 
P-BEST was initially developed for Multics Intrusion 
Detection and Alerting System (MIDAS) [20], which is 
based on heuristic technique.  The EMERALD (Event 
Monitoring Enabling Responses to Anomalous Live 
Disturbances) [21] [22] also uses P-BEST expert system in 
its rule based signature detection subsystem. EMERALD 
is an environment for misuse and attack detection in a 
large scale network, which employs both anomaly and 
misuse detection techniques. However, anomaly detection 
is based on traditional method identifying deviation from 
normal behavior [22].  
      The continuation of IDES resulted in Next 
Generation Intrusion Detection System (NIDES) [18] [23] 
[24]. NIDES is built on client-server technique where log 
data of various hosts on a network are gathered to a 
specific host, where the rule based anomaly detection is 
performed as well as P-BEST expert system is used for 
misuse detection. 
      AT&T’s ComputerWatch [25] is an audit log 
analysis tool and an IDS that uses pre specified rules and 
compares user activities against those rules for suspicious 
misuse detection.  
 
2.1.3 State Transition Approach 
 
Based on finite state machine, state transition approach is 
used in various computer misuse or attack detection 
research works [26] [27] [28] [29]. In this approach attacks 
or misuses are a series of activities performed and single 
or combined activities can cause transition from one state 
of a monitoring sensor to another state and eventually 
reaches to the security state of a monitored system.   
     STATL [28] is an extensible language based on state 
transition technique to define attacks as a series of actions 
performed in order to penetrate into a computer system. 
STATL specification of attack includes key attributes 
sufficient to define that attack independent of any 
operating system or network environment. STATL’s 
specification of attack is suitable to employ in IDSs in any 
operating system environment to screen for both host and 
network based attacks. 
     State Transition Analysis Technique (STAT) [30] 
[26] is a tools suite for misuse detection, which uses state 
transition mechanism to identify intrusive activities in 
computer systems.  STAT tool suite includes STATL [28] 
language to define attack scenarios using the domain 
independent attributes of attacks in high level language in 
an abstract form. These definitions have to be included by 
the security system developers to meet the needs for a 
specific environment (such as specific host or network and 
operating systems). The basic idea of detecting an attack 
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or misuse is that before penetration by attacker, a computer 
system is in initial secure state and a series of activities by 
attacker cause system transition to various intermediate 
states before reaching to the final target state of successful 
system penetration.  
     UNIX State Transition Analysis Tool (USTAT) [31] 
[27] is the first STAT based tool to analyze audit log 
generated by UNIX-based systems for misuse 
identification in real-time. Although USTAT was initially 
capable of analyzing audit log of a single UNIX system 
host, its later capability of analyzing audit logs of multiple 
UNIX systems transformed it into NSTAT [32], which 
uses distributed computing to gather audit records of hosts 
and processes them in a central system for misuse and 
event detection in an distributed environment. WinSTAT 
[26] is also a STAT based misuse detection tool for host in 
Windows NT operating environment.  
     NetSTAT [29], a real-time network based misuse 
detection system, is also based upon STAT framework.  
NetSTAT uses network topology as a hypergraph model 
and STAT definitions of network based attacks to map 
specific misuse related to specific network configuration 
[3]. It uses network traffic log as input and a preprocessor 
to filter network packets for relevant network events and to 
generate abstract events [3].  
      USTAT and NetSTAT performed very well in the 
MIT Lincoln Laboratory’s off-line intrusion detection 
system evaluation in 1998 and also in the Air Force 
Research Laboratory (ARFL) as well with a combined 
highest level of evaluation score [26].  
     Kumar and Spafford applied colored Petri nets, a 
mathematical representation, as a pattern matching 
technique for misuse detection in their intrusion detection 
project [33].  They represented each known attack as a 
sequence of events and then these sequences were 
transformed into graphs based on Colored Petri Nets. 
Pattern matching was performed using these graphs 
representing sequence of system state transitions that 
eventually ended up with an intrusion as a final state.    
 
2.1.4 Data mining Approach 
 
There are many applications of data mining in IDS 
research for misuse detection such as [34] and [35].  In 
this approach historical data of a monitored system usage 
has to be properly categorized as acceptable or 
unacceptable and labeled accordingly. By using a 
methodology, the system is trained to learn either what is 
acceptable or what is unacceptable for any network or 
system usage. If any deviation occurs, the system triggers 
an intrusive alert.   
     Lee and Stolfo [35] applied various data mining 
techniques such as association rule and various 
classification techniques to develop automated misuse 
detection models using audit logs and system calls. They 

developed an intrusion detection framework called 
MADAM ID (Mining Audit Data for Automated Models 
for Intrusion Detection).  Their experimental evaluation 
showed very promising results [35].  The advantage of 
their framework is that it can automatically build models 
based on audit data. 
 
2.2 Anomaly Detection based IDSs  
    
2.2.1 Statistical Modeling Approach 
 
Using statistical method for anomaly detection is one of 
the oldest techniques applied in IDS research. In this 
approach, the normal user behavior is first defined based 
on what is acceptable within the system usage policies. 
Using various statistical modeling techniques (such as 
models to identify standard deviation of normal usages 
patterns), user behavior is monitored and if there is any 
deviation from predefined normal behavior threshold, 
user’s such anomaly activity will be considered as attack.   
     Qiao et al. [36] applied a statistical modeling 
technique, a Hidden Markov Model (HMM), on system 
calls to detect anomalous intrusions. To determine various 
state transitions that a special UNIX based process goes 
through from the start to the end, they collected all the 
system calls specific to that process and applied these 
system calls to a HMM. Using these state transition 
sequences, they built database of normal sequences and 
then monitored system call sequences against this database 
to detect anomaly.  However, building a complete 
database of states for all the inputs are impossible since the 
input system calls and output states are mapped as one to 
one [37]. 
     In addition to its rule based misuse detection module, 
IDES uses a statistical anomaly detection feature [15] [2]. 
In this approach, IDES creates profile of normal activities 
of a member user and the user group related to that 
member user based on audit records. Such profile contains 
only multivariate statistics of user normal activities such as 
frequency, covariance, and mean of some parameters 
specific to a particular user and corresponding user group 
[16].  Whenever a new record comes to the IDES, its 
anomaly detector compares it against the corresponding 
member user and user group profile to see if the new 
record deviates from the known normal profile. IDES’s 
anomaly detection capabilities can also distinguish rare but 
acceptable user activities from anomalous activities by 
verifying whether the activity occurs during the specific 
user’s normal working days or not.   
     Redesigned IDES, which resulted in NIDES 
described in earlier, also uses a statistical component 
called NIDES/STAT for anomaly detection [3] [18][38]. 
The system calculates a statistical anomaly score by 
processing the audit records based on individual 
characteristic measure (such as CPU usage, command 
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executed etc.) that defines the user profile of behaviors and 
calculates the sum of the squares of these abnormality 
scores for all the characteristics [3]. A subject’s behavior 
on a monitored system is compared against the expected 
profile and NIDES/STAT calculates an anomaly value for 
the observed behavior. If the observed anomaly value is 
significantly different than a given threshold, then the 
observed behavior is considered as intrusive [39]. 
     Haystack also uses an anomaly detection algorithm 
besides its signature based detection techniques [3]. In this 
algorithm a session vector is created based on the number 
of various characteristics count of the session and actions 
performed by a user during that specific session.  Then 
the algorithm creates a Bernoulli vector consists of the 
components of that specific session vector that are outside 
of the pre-defined threshold range. Then the algorithm 
calculates a score using the Bernoulli vector and an attack 
vector for a specific type of attack.  Based on the score, 
the algorithm can determine how anomalous the observed 
session is compare to other sessions for specific type of 
attack and can generate alarms accordingly.  Haystack’s 
anomaly detector requires additional information about 
attacks [3]. Haystack’s anomaly detector algorithm was 
incorporated in Distributed Intrusion Detection System 
(DIDS) [40]. 
     Emerald [2] [21], described in the misuse detection 
section, also includes a profiler engine to detect anomalous 
behavior. The profiler engine monitors user behavior from 
audit records and performs statistical anomaly detection 
based on user profile [41].   
 
 2.2.2 Machine Learning and Data Mining 
Approaches 
 
Machine learning techniques have been successfully 
applied in IDS research, especially for anomaly detection. 
More recent IDS research works use machine learning 
techniques with combination of data mining for better 
detection of novel attacks. In this section we will explore 
some of the interesting research works employing these 
techniques.  
     Ghosh and Schwartzbaxd [42] used Artificial Neural 
Networks (ANNs) to detect both known and novel attacks 
against a computer system using supervised learning 
method. In anomaly detection program, they used Sun 
Microsystems’s Solaris Basic Security Module (BSM) 
generated host audit data to train a multi-layered back 
propagation feed forward neural network to learn normal 
system behavior. The neural network was able to 
determine only a single string of events as anomaly or 
normal. In order to verify complete session activities, 
which consist of multiple BSM events data, they applied 
leaky bucket algorithm to capture recent activities from 
neural network generated outputs.  The anomaly system 
was capable of producing 77.3% detection rate with 3.6% 

and 2.2% false positives by using a leak rate of .2 and .7 
respectively on experiments using DARPA ‘ 98 IDS 
evaluation data. 
     In another work, Ghosh et al. [43] evaluated three 
machine learning algorithms for real-time intrusion 
detection based on program behavior in Sun Solaris 
system environment.  They developed recurrent Artificial 
Neural Network topology based algorithm, string 
transducer technique using finite state automata in second 
algorithm and state tester algorithm that was capable of 
creating software behavior automatically in terms of finite 
automata. Their experimental results in 1999 Lincoln 
Laboratory/DARPA Intrusion Detection evaluation showed 
very promising results for all three algorithms in terms of 
run time for real-time detection capabilities.  
     Fox et al. [44] proposed one of the first neural 
network based IDS by modeling user behavior using 
unsupervised learning method. They used Kohonen’s 
Self-Organizing Map (SOM) to learn characteristics of 
normal user and system behavior on multiuser computer. 
Some of the inputs to the SOM were total CPU 
consumption, RAM consumption, number of login failures,  
session length, total users, number of times help file was 
accessed, various disk accessed, paging activities of 
programs etc. [3]. Any statistical deviation from normal 
behavior would be identified as an indication of virus 
attack. However, their proposed system did not show 
interesting results.  
     Mohajerani et al. [45] used fuzzy logic and neural 
network combined together in Neuro-Fuzzy Intrusion 
Detection System (NFIDS). They used neural network to 
learn fuzzy rules for each type of attacks defined by the 
system administrator offline. After learning the fuzzy rules, 
neural network then performed fuzzy inference process. 
The authors claimed 90.6% correct attack predictions with 
9.4% false positive on data collected for 15 days on an 
unprotected network. However, the authors did not 
mention the nature and volume of the network traffic 
tested, types of attack detected and capabilities (how fast 
the system ran) of handling traffic by their system. 
Moreover, because of its dependency on system 
administrators’ knowledge of network attacks for defining 
fuzzy rules for different types of attack, such system as 
NFIDS might not be able to detect novel attacks 
accurately. 
     Yao et al. [46] developed a hybrid intrusion 
detection system by using both fuzzy logic and Support 
Vector Machine (SVM) techniques together. The authors 
applied SVM on network traffic data multiple times by 
changing values of different parameters to obtain sets of 
support vectors in the training phase of SVM. Then they 
applied fuzzy logic to develop fuzzy rules to make 
decision from various sets of the support vectors obtained 
from SVM training. The authors used KDD’99 network 
packets data for training and testing their system. They 
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reported 99% accuracy on 5 small sets of 10,000 data 
randomly chosen records from KDD’99 data. For higher 
accuracy the system had to create large number of rules, 
which is computationally very expensive.  
     A Packet Header Anomaly Detector (PHAD) uses a 
network intrusion detection algorithm that analyzes packet 
headers fields and detects anomalous field values using 
data mining technique for data link, network and transport 
layers protocols [16] [47].  The algorithm is trained with 
normal network traffic data where it can learn the normal 
range of allowable values for each field. The algorithm 
calculates the number of previously unseen values and 
frequencies of each field value for each field and assigns 
an estimated probability of a given field value being 
abnormal. An abnormal field score is calculated by using 
the time since the last abnormality was observed in that 
field. Finally a packet score is calculated by summing up 
all the abnormal field scores in the packet [47][48]. 
     The authors utilized 1999 DARPA off-line intrusion 
detection evaluation data set [58] to train and test the 
system. Proposed system utilized 34 fields of packet 
headers available from DARPA 1999 dataset and was able 
to detect 76% of probes and 48% of DOS attacks at a rate 
of 10 false alarms per day [47].  However, merging 
PHAD system with other intrusion detection systems 
participated in the 1999 DARPA intrusion detection 
system evaluation improved average detection capability. 
PHAD’s detector algorithms had very fast running time 
with low memory requirements. 
     Abouzakhar et al. [50] proposed a neuro-fuzzy 
technique for detecting distributed network attacks such 
denial of service (DoS). The proposed system learned the 
characteristics of network traffic by applying fuzzy logic 
function. 
     Chavan et al. [51] proposed a Neuro-Fuzzy based 
adaptive IDS for IP network where a database composed 
of pattern of signatures was built to complement SNORT 
signature database. These signatures were developed by 
analyzing network protocols and adaptive learning based 
on combination of Artificial Neural Networks and Fuzzy 
based inference techniques. While developing signature 
patterns, the authors considered some issues that were not 
incorporated in SNORT database.  Using random records 
from DARPA 1998 IDS evaluation data set, the authors 
classified these records into five different classes of 
attacks and probes and extracted most relevant reduced 
number of variables necessary for each class by using a 
decision tree. Experimental results of one algorithm  
based on Artificial Neural Networks with 80 hidden nodes 
and another algorithm based on Evolving Fuzzy Neural 
Network of Mamdani type showed very high detection rate. 
Details of Mamdani type Fuzzy Inference System can be 
found in [52]. However, this IDS performed well on a very 
small dataset of pre-classified network data but its 
performance worsened as the number of input variables 

increased. 
      MITRE network uses IDS sensors that produce 
more than a million alarms everyday [54]. Many of these 
alarms are false alarms and it is quite impossible for 
human experts to review these alarms for possible attack 
detection. In order to detect anomalous network traffic 
accurately from large volume of network traffic data, there 
is an increasing interest in data mining for cyber security 
research [53] [54][55].  
 
2.2.3 Outlier-based Data Mining Techniques  
  
Outlier detection has been one of the single most popular 
data mining approaches used in IDS research. A number of 
research works [56, 57, 58, 59, 60 ,61] have already shown 
promising results by applying outlier detection techniques 
in network intrusion detection.  
     Basic idea of outlier detection is that if a data point 
is very different from the rest of the data, it will be defined 
as outlier. In a statistical distribution of data points based 
on a given mean and standard deviation, data points that 
do not fall under a specific range are considered as outlier. 
In network intrusion detection, anomalous network traffic 
data or abnormal network behavior is different from 
normal acceptable traffic data or normal network behavior 
based on some measures and may be identified as outlier. 
     There are various methodologies used to detect 
outlier in Computer Science and Statistics fields. Details of 
such methodologies can be found in [62].  Ramaswamy 
et al. [63] and Petrovskiy [64] discussed various efficient 
algorithms for outlier mining in large data set. 
     Minnesota Intrusion Detection System (MINDS), 
described in [6, 55, 56, 57, 58], successfully applied 
outlier detection techniques for mining network traffic data 
in order to detect cyber attacks on computer network.   
MINDS uses a suite of data mining based detection 
algorithms in its various detection modules. MINDS has 
several different modules that detects various types of 
computer attacks and intrusive activities in a networked 
computing environment [55].  For example, its scan 
detector identifies suspicious scanning activities on a 
network; its anomaly detector identifies anomalous 
network traffic by examining the network packet headers, 
and its profile detector component help human network 
analyst characterizing abnormalities in network traffic 
[55]. 
     In its anomaly detector, MINDS uses an efficient 
detection algorithm based on local outlier factor (LOF). 
Details of the LOF algorithm for outlier detection can be 
found in [65]. The network flows are collected for a 
specific time window and are fed to the anomaly detector 
in a batch. It assigns a LOF score (abnormality score) to 
each of the flow based on its nearest neighbors. The 
network traffic flows are sorted according to their LOF 
scores and human network experts further investigate the 
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flows and label them as attacks or normal.  Experimental 
results showed that MINDS anomaly detector very 
accurately detected various types of anomaly in network 
traffic which were undetected by well known IDSs such as 
Snort [6].  Real network deployment of MINDS on 
University of Minnesota’s computer network showed very 
promising results in detecting various forms of novel cyber 
attacks. MINDS requires batch execution of network 
connections in a time window and a human network 
analyst has to examine the network connections to 
determine any attack which are not suitable for real-time 
cyber attack detection from a large number of network 
connections. 
     Lazarevic et al. [57] compared several outlier 
detection techniques and algorithm based on unsupervised 
support vector machine for network intrusion detection. 
For the outlier detection techniques, the authors applied 
data mining algorithms based on distance to the k-th 
nearest neighbor (K-NN) approach, nearest neighbor 
approach (NN), Mahalanobis- distance based approach and 
density-based local outlier factor (LOF) approach. Details 
of these statistical techniques can be found in [62] and [65]. 
The authors adopted an unsupervised learning technique 
by transforming a standard supervised support vector 
machine. Experimental result on DARPA’98 data showed 
that NN approach and LOF approach outperformed 
Mahalanobis- distance based approach with a 2% false 
positive rate for detecting both bursty and single 
connection attacks, where unsupervised support vector 
machine approach performed best but with a higher ( 4%) 
false positive rate in both detections [57]. 
     K-means algorithm, discussed in [66], has been 
widely used for clustering techniques in data mining for 
intrusion detection for decades. For example, Faraoun and 
Boukelif [67] used traditional K-means algorithm for 
clustring in Neural-network based network intrusion 
detection. However, traditional K-means algorithm 
includes number of clusters dependency and degeneracy 
problem that is choosing optimal number of clusters 
(optimal value of k) is quite problematic. To address this 
issue, Guan et al. [68] developed Y-means algorithm, a 
heuristic clustering method for intrusion detection. 
Experimental result of applying Y-means on KDD ’99 data 
showed 89.89% detection rate with 1% false alarm [68].  
 
3. Research in Intrusion Prevention System 
(IPS)  
 
Traditional IDS research focus mainly on how to 
effectively detect attacks, not to prevent them [69]. 
Success of an IDS solely depends on how accurately it 
detects attacks with a lower false alarm. Traditional IDSs 
just notify administrators after detecting an attack and 
administrators have to manually take proper actions. IDSs 
are “passive” and they do very little to nothing at all to 

prevent an attack. Due to this limitation of IDSs and 
increasing number of cyber attacks threatening emerging 
information technology, there is a widespread attention 
being drawn to IPS research recently.  IPS research takes 
its root from the IDS research. Basically IPS is a 
technology that holds the combine characteristics of 
firewall technology and IDS [69][1], that is, it has the 
capabilities of detecting, isolating and blocking malicious 
attacks in real-time. Various IPSs that are capable of 
preventing attacks in various network layers are discussed 
in [70].   
     Despite having considerable promise in cyber attack 
defense mechanisms, IPS research is still considered to be 
in its premature form [70].  Most of the handful IPS 
research works available until recently inherit from IDS 
research works with one more added feature of taking 
actions to prevent attacks being occurred. Most of the IPSs 
available rely on signature matching techniques for attack 
detection. Snort [10] is one such widely used IPS. Some of 
the interesting IPS research works include [69, 71, 72, 73, 
74].  
     Zhang et al. [69] described a network-based 
distributed IPS. The rule-based distributed IPS combined a 
network management module with its intrusion detection 
modules where multiple IDSs were placed in various 
locations on the network. The IPS was based on 
application-specific integrated circuits (ASICs) and 
therefore, it had faster processing ability. However, the 
authors did not mention any experimental results for the 
system evaluation. 
     In a comparison of publicly available intrusion 
prevention tools, John Wilander and Mariam Kamkar [71] 
investigated various forms of buffer overflow and format 
string attacks using five tools such as security testing tools 
ITS4, Flawfinder, RATS, Splint and BOON. The authors 
found higher false positive rates for tools ITS4, Flawfinder 
and RATS, which were based on lexical analysis and lower 
true positive rates for tools Splint and BOON, Which were 
based on syntactic and semantic analysis.  
     Locasto et al. introduced a hybrid adaptive intrusion 
prevention system called FLIPS (Feedback Learning IPS) 
[72]. Host-based FLIPS used both signature matching 
technique and anomaly based classification technique to 
detect and prevent code injection attacks [72]. It used an 
intermediate emulator to detect injected malicious attack 
code and to generate attack signature. Experimental results 
showed promising capabilities of FLIPS in detecting 
injected code attacks. In an experiment FLIPS detected 
and blocked 61 of the 67 homogeneous attack instances 
tested and 20 of the 22 mixed attack instances tested.  
      Weinsberg et al. [73] proposed a high performance 
string matching algorithm for network-based IPS. The 
hardware-based algorithm had the capability of matching 
multiple patterns at a time which made it faster. 
Experimental results showed that the algorithm achieved 



IJCSNS International Journal of Computer Science and Network Security, VOL.10 No.7, July 2010 
 

 

323

 

very faster processing speed for string matching tasks.  
     Battistoni et al. [74] proposed WHIPS, a host-based 
IPS for Windows operating systems. The system is solely 
based on monitoring the critical windows system calls in 
kernel mode. In windows environment, the proposed 
system identifies “privileged processes” and differentiates 
the harmful processes by examining the access token to 
identify the critical system calls. The authors mentioned 
that WHIPS would be more effective if it was 
implemented into kernel of the Windows operating system 
which is quite impossible to implement since Windows 
kernel source code are strictly protected by its authority 
and not available as open source product.  
 
4. Conclusion 
 
Current research involving cyber defense has limitations. 
As the prominent parts of cyber defense research, both the 
IDS and IPS research works have drawbacks and 
limitations due to detection techniques used, lack of real 
attack data for testing and validation, not considering 
detection speed etc. The main limitation of misuse 
detection based IDSs is that they only can detect known 
attacks accurately. They are unable to detect previously 
unseen attacks or novel attacks. Moreover, predefine 
attack specification has to be provided to the IDS for 
misuse detection, which requires human security experts to 
manually analyze attack related data and formulate attack 
specifications. Compare to huge volume of data produced 
for analysis, this task requires extensive human labor and 
time. Attack specification can be generated automatically 
by applying various automated techniques. Most of the 
misuse detection systems lack this capability. Most of the 
systems focus on data produced by single source. Abad et 
al. [75] showed that correlation of log information from 
various sources such as network traffic logs, application 
logs, operating system calls etc. could improve the 
performance of intrusion detection systems.  
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