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Summary
This paper presents a new hybrid approach of Neural Network (NN) along with Particle Swarm Optimization (PSO), hereafter called NN–PSO, to resolve the short-term load forecasting (STLF) tasks with improved generalization technique for the Regional Power Control Center of Saudi Electricity Company, Western Operation Area (SEC-WOA). The strength of this powerful technique lies in its ability to forecast accurately on weekdays, as well as, on weekends and holidays. In this research paper, first prediction is made by NN and then PSO is applied to optimize the prediction and thus improve its accuracy. NN is an effective mathematical tool for mapping complex relationships. It is also successful for doing forecasting, categorization, classification, and so forth. On the other hand, PSO is a novel random optimization method based on swarm intelligence, which has been found to be powerful in solving nonlinear optimization problems. It has better balance of local and global searching abilities and can handle huge multidimensional optimization problems efficiently with hundreds of thousands of constraints. PSO is applied to optimize the weighting factors of NN. To combine with NN, Particle Swarm Optimization has been proposed here to attain better performances. To evaluate the proposed NN-PSO algorithm it is applied on the real data set of SEC-WOA for the year 2003. The test results show that the proposed NN-PSO performs better and consistent with respect to only NN for most of the cases in load forecasting.
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1. Introduction

Load forecasting have become one of the major areas of research in electrical engineering because they are practically used in power system for unit commitment, real-time dispatch, maintenance, optimization of power systems and so on. Load forecasting and its optimization are challenging tasks depending on previous real data. Depending on the time horizon, load forecasting can generally be divided into short-term, mid-term, and long-term. Short-term load forecasting [1] ranges from an hour to a week, on the other hand mid/long-term load forecasting covers a few weeks to several years. Unit commitment uses this forecast load demand as input and generates proper schedule for available units with minimum cost. In this research, a forecasting model has been proposed for the Western Area of Saudi Arabia, which is shown in Figure 1. There are about 110 thermal generating units; weather is uncertain; and load mainly depends on weather and Islamic events (Hajj, prayer, holidays, etc.). Research outline is shown in Figure 2. In the figure, load characteristics and events based load are indicated. Desert weather is also shown in the figure. Huge real data are then processed in the central part of the figure. Brain like NNs is applied in the method. Besides, PSO is applied for the optimization of weight and bias matrices of NN.

Many researchers have addressed load forecasting. Load forecasting is a difficult task because of many input attributes and mapping of huge practical data of complex nature. Firstly the load series is complex and exhibits several levels of seasonality. Secondly the load at a given hour is dependent not only on the load at the previous hour, but also on the load at the same hour on the previous day. There are also many important exogenous variables that must be considered, especially the weather related variables [2]. Load forecasting plays an important role in power system planning, operation, dispatch, maintenance and so on. Basic operating functions such as unit commitment, economic dispatch, fuel scheduling, and unit maintenance and so on can be performed efficiently with an accurate load forecast [3]. Various statistical forecasting techniques have been applied to short term load forecasting (STLF). Examples of such methods including, time series [4], similar day approach [5], regression methods [6], expert systems [7]. In general, these methods are basically linear models and the load pattern is usually a nonlinear function of the exogenous variables. On the other hand, artificial neural network (NN) has been proved as a powerful alternative for STLF that does not rely on human experience. NN is a data driven method, in the sense that it is not necessary for the researcher to postulate tentative models and then estimate
their parameters. Given a sample of input and output vectors, NN simply maps the relationship. However, the researchers want to include optimization for practical input load data with corresponding errors and weight matrix of NN, as NN is not an optimization method.

In recent years, AI-based techniques such as neural networks [8] have been used to obtain promising results. Neural networks have the capability to approximate any continuous nonlinear function, and can adapt to a changing forecasting environment through self-learning. However, it is often difficult to decide whether the obtained neural network is the best due to the tedious and trial and error tuning process, and model overfitting that may occur and results in less satisfactory forecasting accuracy. Some variants of neural networks have been applied for the short term load forecasting such as fuzzy neural networks [9], Bayesian neural network [11], and Back propagation neural networks [12]. Among them, the fuzzy neural network is one of the popular load forecasters. Some techniques have also been combined with neural network to find highest accuracy such as gradient methods [13], fuzzy expert system [14], and wavelet transformation [15]. Other techniques such as fuzzy logic [16], GA [17], and support vector machines (SVMs) [17] have also been applied to load forecasting.

The advantage of using particle swarm optimization (PSO) [18] algorithm over other techniques is that it is computationally inexpensive, easily implementable, and does not require gradient information of an objective function, but only its values. Therefore, the particle swarm optimization algorithm is applied to the neural network to obtain a set of weights that will minimize the error function in competitive time.

The main limitation of the NN in STLF is that it always depends on the back propagation algorithm to train the NN. It does not consider the randomness nature to escape from local optima. On the other hand PSO has the guided randomness property. That’s why it can explore more search spaces and can avoid local optima gradually. So the authors have chosen NN for forecasting and then PSO for optimization.

This paper presents a hybrid approach of NN and PSO model for STLF, typically for next day, for the Western Area of Saudi Arabia. A significant improvement has found after applying PSO on NN. Weather, day type, special events and load related inputs are considered in this model. One year of historical dependent data are used. A special design for the forecasting system that copes with the features of Saudi Arabia (SECWOA) electrical load is presented. It is found that the error is in acceptable range for the proposed method. The proposed NN-PSO method performs better with respect to NN.

2. Problem Formulation

Given Day of the week (\(D_i\)), Special event indicators (\(E_i\)), Minimum and Maximum temperature of previous day (\(T_{i-1}\)), and pervious 7 days load (\(Y_{i-j}; j = 1,...7\)); where \(Y_i\) is the load of the day to be forecast (\(i\)), the predictor has the general form \(Y_i = f(D_i, E_i, T_{i-1}, Y_{i-j})\). In other words one may use data from the past load history and temperature as well as day type and special event indicator of the forecasted day to forecast the load. This prediction will be used for scheduling the power generators to be activated in the following working day (\(i\)).

3. Proposed Model

3.1 Major Components of the Model

3.1.1 NN for Load Forecasting

Neural networks are composed of simple elements operating in parallel. These elements are inspired by biological nervous systems. As in nature, the network function is determined largely by the connections between elements. A neural network can be trained to perform a particular function by adjusting the values of the connections (weights) among elements. Commonly neural networks are adjusted, or trained, so that a particular input leads to a specific target output. The network weights remain adjusted, based on a comparison of the output and the target, until the network output matches the target. Typically many input/target pairs are needed to train a network.
It is well known that a three layered NN can solve any kind of linear and nonlinear problems. Here the neural network consists of three layers: input layer, hidden layer and output layer. The layers are arranged to have a multilayer feed-forward design. A general network model consists of simple processing elements called neurons, which are connected by synaptic weights which are adjusted through a gradient learning process, Back-Propagation (BP) algorithm. These neurons are arranged in a distinct layered topology and perform a biased weighted sum of their inputs and pass this activation level through a transfer function such as sigmoid or tan-sigmoid function to generate their output.

A fully connected two layer feed-forward NN is used in this development. Other kinds of NNs such as recurrent NNs and radial basis function NNs will not discover any major advantage over the feed-forward Network for the load forecasting problem. The NN has 18 input neurons. The number of hidden neurons was parametrically optimized to 15 and the number of output was set at 1, comprising forecast of the load of the day concerned. The NN inputs and output are listed in Table 1.

Table 1: NN Inputs and Output

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3</td>
<td>Day of the week (bit encoded, 001-111)</td>
</tr>
<tr>
<td>4</td>
<td>School Index</td>
</tr>
<tr>
<td>5</td>
<td>Examination</td>
</tr>
<tr>
<td>6</td>
<td>Ramadan</td>
</tr>
<tr>
<td>7</td>
<td>Eid</td>
</tr>
<tr>
<td>8</td>
<td>Hajj</td>
</tr>
<tr>
<td>9</td>
<td>Holiday</td>
</tr>
<tr>
<td>10</td>
<td>Minimum temperature of the previous day</td>
</tr>
<tr>
<td>11</td>
<td>Maximum temperature of the previous day</td>
</tr>
<tr>
<td>12-18</td>
<td>Previous 7 days actual load</td>
</tr>
<tr>
<td>Output</td>
<td>Description</td>
</tr>
<tr>
<td>1</td>
<td>Forecasted Load of the day</td>
</tr>
</tbody>
</table>

The NN is trained on training sets composed by the daily load and temperature patterns as well as the day of the week and special events of 11 months. Therefore a weight set is obtained from the training stage for the forecasting task of 11 month. For instance, in order to forecast the daily load for December 3 2003, the weight set obtained from the NN training stage up to November 2003 is used. The input used in the forecasting activity will include the daily load and temperature data of December 2 2003 and the day of the week of December 3 2003. No further specialization is required concerning the day type, since the integer code included in the patterns permits the network to achieve a sufficient accuracy for all the day types included in periods with normal load conditions. But sometimes NN cannot able to provide high accuracy. So the authors propose an evolutionary algorithm named Particle Swarm Optimization (PSO) for weight set optimization of NN.

3.1.2 Particle Swarm Optimization for Weight Optimization of NN

Particle Swarm Optimization is a heuristic approach first proposed by Kennedy and Eberhart in 1995 as an evolutionary computational method developed for dealing with the optimization of continuous and discontinuous function decision making. The PSO algorithm is based on the biological and sociological behavior of animals such as schools of fish and flocks of birds searching for their food. PSO imitates this behavior by creating a population with random search solution and each potential solution is represented as a particle in a population (called swarm). The social sharing of information among the particles of a population may provide an evolutionary advantage. Each particle is flown through the multi dimension search space with random and adaptable velocity in order to find the lower function values (global minimum).

In standard PSO algorithm, particles are manipulated according to (2) and (3) where each particle tries to adjust its velocity according to best positions ever visited that is stored in its memory called personal best \( p_{best} \) and according to the best previous position attained by any particle in its neighborhood called global best \( g_{best} \) trying to search for a better position. Thus, particles communicate with each other and distribute their information among each other during their search.

\[
v_{i}(t+1) = w v_{i}(t) + c_{1} r_{1} (p_{best} - x_{i}(t)) + c_{2} r_{2} (g_{best} - x_{i}(t)), \quad i = 1, 2, ..., N, \quad (2)
\]

\[
x_{i}(t+1) = x_{i}(t) + v_{i}(t+1), \quad i = 1, 2, ..., N, \quad (3)
\]

Here \( w \) is an inertia weight, which provides a balance between the local and global exploration. \( V_i \) and \( V_i(t+1) \) are current and modified velocity for each iteration,
respectively. $C_1$ and $C_2$ are positive numbers, used to control the particle’s movement at each iteration. They represent cognitive and social components, respectively. $r_1$ and $r_2$ are uniform distribution numbers in the range $[0, 1]$. $X_i(t)$ and $X_i(t+1)$ are the current and modified position for each iteration, respectively. $N$ is number of particles.

In this paper the connection weights between input to hidden and hidden to output layers are represented in two matrices $W_1$ of size $(m_1 \times n_1)$ and $W_2$ of size $(n_1 \times m_2)$ respectively. The current position $X_i(t)$ for each particle is represented by $W_i(t) = \{W_1, W_2\}$. Therefore, the position of each particle represents a set of weights for the current iteration. Thus, using equations (2) and (3), updated velocity and then position for each particle is determined to minimize the error of the network. The dimension of the search space for each particle is the number of weights associated with the network. The fitness value for each particle is determined based on the new position value of each weight matrix.

### 3.2 Proposed Algorithm

The major steps of the algorithm are summarized as follows:

**Step 1:** To select the NN structure initially a fully connected two layered feed-forward NN is taken. The numbers of input and output neurons are determined by the input factors and the number of targeted outputs. To determine the number of hidden neurons various experiments of STLF are performed and finally fixed the number which shows the best result.

**Step 2:** Train the NN by BP algorithm for selected dataset. The dataset is divided into three different sets like training, validation and testing datasets. Training dataset is used to train the NN. Validation dataset is used for determining the stopping criteria of the NN and the Testing dataset is used for determining STLF performance. After training completion we store the weight matrix for further updates.

**Step 3:** STLF is done by using the present NN found in Step 2.

**Step 4:** A number of matrix sets that means candidate particles are generated from the stored weight matrices in Step 2. This step explores the opportunity of randomness and generates more search spaces.

**Step 5:** Initialize local best ($p_{best}$), global best ($g_{best}$), and other PSO parameters $w$, $c_1$ and $c_2$ using standard PSO rules.

**Step 6:** STLF is done using the NN having the new weight matrices.

**Step 7:** If the performance of step 6 is better than the previous one, then go to Step 8, otherwise go to Step 9.

**Step 8:** Update $p_{best}$ and $g_{best}$ parameters based on the performances of current solutions.

**Step 9:** In this step the present solutions (particles) are updated based on equations (2–3). Thus a new set of solutions is obtained and the new search spaces are explored.

**Step 10:** Check whether the stopping criterion is met or not. If met then the global best weight matrix set is taken as the solution of the proposed method, and go to next step, otherwise go to step 6 for further exploration.

**Step 11:** The updated weighted matrix is put in the NN structure. Thus the new NN is constructed applying PSO. Therefore the STLF is done by this new NN and the performance is treated as the performance of the proposed method. In most of the cases the proposed method performs better with respect to only NN approach.

**Step 12:** Compare the performance of Step 3 and Step 11.

**Step 13:** Print the results.

For a simplified representation of the proposed algorithm, a Block diagram of it has furnished in Figure. 4. In Figure. 4, it can be seen that initially a NN (Block 1) has trained for the given dataset. Thus the performance of the NN has determined (Block 3 lower part). The weight matrix set of NN is sent to Block 2 for applying PSO on it to explore more solution spaces or particles. In Block 2, the interim performance of the different candidate particles is measured for STLF. An iterative process in Block 2 is continued until it is reached at its stopping criteria.

Once it reaches at its stopping criteria it provides the solution particle, $g_{best}$, of the proposed NN-PSO algorithm. Block 3 shows the two separate solutions delivered by NN-PSO and NN algorithm.
4. Simulation and Result

All calculations have been run on Intel(R) Core(TM)2 Duo 2.66GHz CPU, 2.96 GB RAM, Microsoft Windows XP OS and MATLAB Version 7.6 compiler for coding. NN delivers four weight matrices. PSO is applied to tune these weight matrices to achieve more accuracy in forecasting. n (20) number of matrix sets that means candidate particles are generated from the main matrix set by multiplying each element with a different random number ranged from 0-1. Initialize the values of PSO parameters, w is decreasing in each iteration from 1.0 to 0.4 uniformly, and c1 = 1.5 and c2 = 0.5. The maximum number of iterations, m = 500. The performance is measured in terms of mean absolute percentage error (MAPE) defined as:

\[ MAPE = 100/N \sum_{i=1}^{N} \left| \frac{\text{Actual}(i) - \text{Forecast}(i)}{\text{Actual}(i)} \right| \]

where \( N \) is the number of test data.

4.1 Selection of Dataset

The data set used for this study consists of historical load, weather information, day type and special events for a dataset area of Saudi Arabia. In order to avoid convergence problems during the training process, the network input data and the corresponding target vector for the forecasting models are normalized such that they fall within the range \([0,1]\). The data are divided into two data sets: the training data set and the testing data set. For each test case January, 2003 to November, 2003 data are used for training and data of December 2003 are used for testing.

4.2 NN Training

Firstly, the network uses the Levenberg-Marquardt algorithm for training. Input vectors and target vectors are randomly divided into two sets so that 75% are used for training and 25% are used to validate that the network is generalizing and to stop training before overfitting. The tan-sigmoid function is used as transfer function for hidden layer and linear function “purelin” is used for output layer. The training stops when the performance goal that is Mean Square Error (MSE = 0.001) is met or when the training error decreases but the validation error increases or when the upper limit of iterations is reached.

4.3 Determination of NN Structure

After a lot of investigation the number of input nodes is determined by the number of inputs that are responsible for determining forecasting. Weather conditions, day type, special events and historical load data are important factors playing important roles in short term load forecasting. In this paper these factors are taken into account. Table I presents eighteen input characteristics which are key factors for load forecasting. So the number of input is determine at eighteen (18). As the target is to forecast the load for next day’s average load, so the number of output nodes becomes one (1). The number of hidden neurons is determined by a wide variety of the number of hidden neurons from 10 to 30 and simulates the performances and thus based on performance 15 hidden neurons are found optimal. Therefore the BP NN whose topological structure is 18x15x1 has been set up for the STLF of Jeddah, KSA data.

4.4 PSO Optimization

The NN topology is 18 – 15 – 1 with 18 neuron representing inputs, 15 neurons in the hidden layer and 1 neuron in the out-put layer with total number of weights equal to 301 including 19 weights linking bias nodes. For the above mentioned network structure of 18 – 15 – 1 the dimensionality of a particle in the PSO system is (18 x 15 + 15 x 1 + 15 + 1) = 301. This means that each particle fly in 301 dimensional spaces in search of optimal set of weights that minimizes the MSE for the given training.

4.5 Results

Table 2 presents a comparison of the percentage error, minimum error, maximum error, and standard deviation based on NN and NN – PSO models for 10 test cases. From the table it is evident that NN – PSO performs better than the NN technique. For training, NN uses eleven months data (January 2003 – November 2003) and for testing, it uses December, 2003 data. Table 2 shows that the average MAPE using NN is 4.0928%. However, the average MAPE is 1.8532% for proposed method. Accuracy is improved by 2.2396%.

Table 2: Performance of NN and NN–PSO and achieved improvements

<table>
<thead>
<tr>
<th>Test</th>
<th>MSE (Train)</th>
<th>MSE (Test)</th>
<th>MAPE (Train)</th>
<th>MAPE (Test)</th>
<th>Achieved Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1288</td>
<td>0.1624</td>
<td>0.8523</td>
<td>0.8759</td>
<td>0.0236</td>
</tr>
<tr>
<td>2</td>
<td>0.1392</td>
<td>0.1758</td>
<td>0.8278</td>
<td>0.8512</td>
<td>0.0766</td>
</tr>
<tr>
<td>3</td>
<td>0.1456</td>
<td>0.1805</td>
<td>0.8094</td>
<td>0.8348</td>
<td>0.0750</td>
</tr>
<tr>
<td>4</td>
<td>0.1521</td>
<td>0.1902</td>
<td>0.7917</td>
<td>0.8291</td>
<td>0.0874</td>
</tr>
<tr>
<td>5</td>
<td>0.1587</td>
<td>0.2002</td>
<td>0.7739</td>
<td>0.8185</td>
<td>0.0854</td>
</tr>
<tr>
<td>6</td>
<td>0.1654</td>
<td>0.2108</td>
<td>0.7569</td>
<td>0.8079</td>
<td>0.0880</td>
</tr>
<tr>
<td>7</td>
<td>0.1722</td>
<td>0.2215</td>
<td>0.7400</td>
<td>0.7974</td>
<td>0.0826</td>
</tr>
<tr>
<td>8</td>
<td>0.1790</td>
<td>0.2324</td>
<td>0.7231</td>
<td>0.7868</td>
<td>0.0846</td>
</tr>
<tr>
<td>9</td>
<td>0.1859</td>
<td>0.2433</td>
<td>0.7063</td>
<td>0.7762</td>
<td>0.0891</td>
</tr>
<tr>
<td>10</td>
<td>0.1928</td>
<td>0.2544</td>
<td>0.6894</td>
<td>0.7656</td>
<td>0.0992</td>
</tr>
</tbody>
</table>

Note: MSE means mean square error, MAPE means mean absolute percentage error, STD means standard deviation, Imp means Improvement.
The following five diagrams, Figures 5–9, are drawn based on the load forecasting results of test case 01 for December 2003.

In Figure 5, the curve shows how the error decreases in each iteration of NN–PSO exploration. It is observed that the major performance improvement occurs during 200 – 300 iterations. Why convergence does not start at the beginning, but at this stage will be a subject to research in future. In Figure 6, dashed and the dotted curves represent forecasted load by NN and NN–PSO respectively. It is clearly visible that the actual load and NN–PSO method’s forecasted loads are very close, whereas the only NN based forecasted load is apart from the actual load. NN depends on only BP training algorithm and it has been proven that gradient techniques are slow to train and are sensitive to the initial guess, which could possibly be trapped in a local minimum, thus the performance of NN is lower. On the other hand, when applying PSO, there exposes the randomness nature and also applies a guided search mechanism for converging into the best solution. As a result NN–PSO performs better. So it can be
concluded that the overall performance of NN–PSO method is significantly better with respect to NN approach. In Figure 7, the dashed and the dotted curves represent the actual amount of errors occurred by applying NN and NN–PSO methods respectively, which are depicted in percentage in Figure 8. The error of NN is 4.1214% with a maximum error of 13.946%, and the error of the proposed NN–PSO is 2.0286% with a maximum error of 8.1955%. In Figure 9, the dashed and the dotted curves represent the absolute percentage error distributions occurred by applying NN and NN–PSO methods respectively. The NN–PSO curve shows that 70% of the time the error is within 2% whereas only 30% of the time the error is within 2% in case of only NN.

5. Conclusion
The proper load forecasting model for a practical case is critically important decision for operating the electric power system securely and economically. Accurate load forecasting can save a huge amount of money as well as do efficient generation and distribution planning. In this paper, a hybrid approach of neural network with particle swarm optimization learning algorithm for sort term load forecasting is presented. A significant improvement has found after applying PSO on NN. Average MAPE is 1.8532% where maximum, minimum and standard deviation of results are also tolerable. Robustness of the proposed method is shown by testing one month data. The NN–PSO performs better with respect to NN for that case as well. In this research, the authors’ contributions are:

- Simplification has been by identifying the most important attributes needed in STL, which is a real challenge for a practical dataset handling and as a consequence it makes NN much faster
- Proposing appropriate NN structure for a practical dataset
- The appropriate application of PSO to optimize and enhance the performance of NN.

The load of the Western Area of Saudi Arabia depends on uncertain desert weather and also some religious events like Eid, Hajj, Ramadan etc., and thus in future the authors will include fuzzy approach in this model to make it more optimized especially in some special cases. Moreover, considering the factual circumstance of STL, how to introduce automated parameter selection mechanism for making it more automated will be an important issue in future research.
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