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Summary 
Data clustering is a highly valuable field of computational 
statistics and data mining. A major difficulty in the design of 
modern data clustering algorithms is that, in majority of 
applications, new data sets are dynamically appended into an 
existing massive database and it is not viable to perform data 
clustering from scrape every time new data instances get added 
up in the database. The development of clustering algorithms 
which handle the incrementally updated data points, has received 
increasing interest among the researchers. This paper presents a 
more efficient cluster feature-based incremental clustering 
approach (CFICA) for numerical data sets. Initial clustering is 
performed on the static database with the help of k-means 
clustering algorithm. Then, by making use of cluster feature 
computed from the initial clusters, the incrementally updated 
data points are clustered. Subsequently, the closest pair of 
clusters is merged to obtain better cluster accuracy. Finally, the 
proposed approach has been validated with the help of real 
datasets presented in the UCI machine learning repository. The 
experimental results demonstrated that clustering accuracy of the 
proposed incremental clustering approach is improved 
significantly. 
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1. Introduction 

In view of the fast growth of World Wide Web, Internet 
users have overwhelming quantities of online information 
that require automatic data mining techniques. Manual 
analysis of data is a vague process in which quick 
information retrieval by the user is impossible [1]. 
Clustering is the unsupervised classification of patterns 
into groups. It groups a set of objects into different subsets 
such that objects of the same cluster are highly equivalent 
to one another. The various applications of clustering 
include image segmentation, information retrieval, web 
pages grouping, market segmentation, and scientific and 
engineering analysis [2].  
Data clustering is a primary data mining method and an 
efficient technique for data analysis. Continuous dumping 
of each and every raw data set into an existing massive 

database requires the design of new clustering algorithms. 
A solution to handle this problem is to integrate a 
clustering algorithm that functions incrementally [3]. 
Incremental clustering algorithms permit a single or a few 
passes over the whole dataset to put the updated item into 
the cluster. With respect to the size of the set of objects, 
algorithms and number of attributes, incremental 
clustering algorithms are of scalable nature [4]. The model 
of incremental algorithms for data clustering is necessiated 
by realistic applications where the demand sequence is not 
known in advance and the algorithm should keep a 
constantly fine clustering using a restricted set of 
operations resulting in a solution of hierarchical structure 
[5]. 
In this paper, we report a more efficient approach, Cluster 
Feature-based Incremental Clustering (CFICA). The static 
database is given to the k-means clustering algorithm for 
initial clustering. The cluster obtained is used to compute 
the cluster feature, which consists of mean and p-farthest 
neighbor points of the cluster. The computed cluster 
feature is used for clustering the incremental database, 
wherein the devised distance measure is used to find the 
appropriate cluster for each incoming data point. At the 
same time, a new cluster is formed if the computed 
distance measure is above the predefined threshold level. 
Subsequently, the cluster feature is updated each time after 
finding the relevant cluster for every incoming data point. 
The closest cluster pair for a set of processed data points, 
is merged using the mean of the cluster. This procedure is 
repeated for each data point available in the incremental 
database and finally, the resultant cluster is obtained. 

2. CFICA algorithm 

Most of the clustering algorithms presented in the 
literature are used for clustering the static database. Now-
a-days, research community has shifted focus to the 
incremental databases for real-world applications and the 
necessity of handling dynamically updated data points. 
Motivated by this research interest, we have developed an 
incremental clustering approach for numerical data sets. 
Initial clustering and handling of incremental data points 
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are two important steps of the incremental clustering 
approaches. We made use of K-means clustering 
algorithm (Conventional clustering algorithm) for initial 
clustering and then, the proposed approach, for clustering 
the incremental data points has been applied. Let DS  be 

the original data base (static database) and DSΔ be the 
incremental database. Our ultimate aim is to cluster the 
database DD SS Δ+ , in which the data points from the 

incremental database DSΔ are updated over time. The 
procedure used for the proposed incremental clustering 
approach is given in figure 1. 
 
Input:  Static Database SD, Incremental Database ΔSD, 

Merging Threshold MT, Threshold  

NT, k, t.   

Output: The resultant cluster, CR 

Parameters:  Δy  : incoming data point 

  CF  : Cluster feature 

  )(i
yDΔ  : Distance Measure 

  mi   : Mean value  

  ED   : Euclidean Distance  

  )( j
iq  : p-farthest neighbor points 

  Qi    : farthest neighbor point 

 
Method: 

1. Call k-mean (SD, k) 

2. For i from 1 to k 

a) Compute CF = { })(, j
ii qm  

3. For each point Δy in ΔSD 

b) For i from 1 to k 

    i) Compute { }ii Qm ,  

   ii) Calculate distance, )(i
yDΔ  

c) Add Δy to ith cluster, if min ( ) T
i
y ND <Δ  

d) Forming a new cluster, if min ( ) T
i
y ND ≥Δ  

e) Update CF = { })(, j
II qm  

f) After processing ‘t’ data points in ΔSD 

 i) Compute ED in between mean points 

 ii) Merge the closet cluster pair; if ED < MT 

• Update the mean of merged cluster  

• Go to step 3.f. (i) 

4. The resultant cluster, CR 

 

Subroutine: k-mean ( )** , kSD  

1. Choose initial means m1, m2, …….., mk* from *
DS  

2. Until there are no change in the mean  

a) Use the estimated mean to cluster the data 

points 

b) For i from 1 to k* 

i. Replace mi with the mean of data 

points for cluster I  

c) Go to step (2, a) 

3. The set of k – cluster  

 

Fig. 1  Proposed Incremental Clustering Approach 

2.1 Initial clustering with static database 

At first, the clustering is performed on the static database 
( DS ), where the data points do not change over time. 

Here, for clustering the static database ( DS ), we have 
used the k-means clustering algorithm so that, k  number 
of clusters are obtained. K-means algorithm is one of the 
most popular data clustering methods because of its 
simplicity and computational efficiency. 
 

2.1.1 K-means clustering algorithm 

K-means clustering is a well-known partitional algorithm 
that aims to partition n  data points into k clusters, in 
which each data point belongs to the cluster with the 
nearest mean Assume the static data base, DS comprising 

of n data points nyyy ,,, 21 L  so that every data point is 

in R , the problem of identifying the minimum variance 
clustering of the dataset into k  clusters is none other than 
finding k  means }{ im ),,2,1( ki L=  in R whereas 
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is minimized, where ),( ij myd indicates the Euclidean 

distance between jy  and im . The points 

}{ im ),,2,1( ki L= are termed as cluster centroids. The 
problem in the aforementioned equation is to obtain k 
cluster centroids, in which the average squared Euclidean 
distance (mean squared error, MSE) between a data point 
and its nearest cluster centroid is minimized [6]. 
 
Steps:  

1) Initialize k means, one for each cluster. 
2) Compute the distance ),( ijD myE (described in 

definition 1) of each k  centroid with data points 

jy  in DS . 

3) Assign data point jy to cluster iC whose 
distance is less. 

4) Update the k  centroids based on the 
memberships of new clusters. 

5) Repeat Step 2 to step 4, until there is no 
movement of the data points between the clusters. 

 
Definition 1: (Distance Measure) 
For calculating the distance between the centroid and the 
data points, we make use of the Euclidean distance [7]. 
The Euclidean distance ( DE ) between points y  and m  

is the length of the line segment ym . In Cartesian 

coordinates, if ),,,( 21 lyyyy L= and  

),,,( 21 lmmmm L= are two points in Euclidean l -
space, afterwards the distance from y  to m  is formulated 
by: 

∑
=

−=−++−+−=
l

i
iillD mymymymymyE

1

222
22

2
11 )()()()(),( L  

2.2 Clustering of incremental database 

We obtain k number of clusters, which are represented in 
a set, } ,  ,, {    21 kcccc L= ; ki ≤≤1  from the k-means 

algorithm using the static database DS . After that, using 
the proposed approach, we cluster the incremental 
database DSΔ  consisting of r  data points 

ryyy ΔΔΔ ,,, 21 L ; rj ≤≤1 . The motivation behind 
this approach is that, in incremental database, data points 

jyΔ  are added over time. These changes should be 

reflected in the resultant cluster RC  without extensively 

affecting the current clusters, ic . After the database is 
updated, there are three possibilities for clustering the 
updated points as shown in the figures 2 to 4.Assume A 
and B are the initial clusters for an instance and D 
represents the new incoming data points.  
 
Case 1: Adding with the existing cluster . 
 

Fig. 
2.  

Representation of adding to the existing cluster 

Case 2: Formation of a new cluster.  

 
 
 
 
 

Fig. 3. Representation of formation of a new cluster 

Case 3: Possibility to merge the existing clusters when 
updated points are in between the existing two clusters. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Representation of merging the closest cluster pair  
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The proposed approach is designed by making use of the 
above three possibilities and the steps of the approach is 
given in this sub-section.  
 

2.2.1 Computation of Cluster Feature (CF) 

The cluster feature ( CF ) is computed for every cluster 

ic  which is obtained from the k-means algorithm. In the 
proposed approach, mean and p -farthest neighbor points 
are used to represent the CF , which is denoted as, 

{ }  ,    )( j
iii qmCF = ; pji ≤≤ , where im is the mean 

of the cluster ic  and D
)( S  ∈j

iq  gives the p -farthest 

neighbor points of cluster ic . The p -farthest neighbor 

points of the cluster ic are calculated as follows:  The 

Euclidean distance value DE is calculated in between the 

data points within cluster ic  and the mean of 

corresponding cluster im . Then, the data points are 
arranged in descending order with the help of the 
measured Euclidean distance. Subsequently, the top p -
farthest neighbor points for every cluster are chosen from 
the sorting list and these points ( pjiq j

i ≤≤  ; )( ) are 
known as p -farthest neighbor points of the cluster 

ic with respect to the mean value im . 
 

2.2.2 Finding the appropriate cluster 

In this step, we initiate the clustering process for 
dynamically updating data points available in the 
incremental database, DSΔ . At first, the farthest neighbor 

point iQ which is nearer to the incoming data point yΔ  is 

identified for every cluster ic .We make use of the p -
farthest neighbor points for identifying the farthest 
neighbor point iQ . In order to find the farthest neighbor 

point iQ , we calculate the Euclidean distance DE  

described in definition 1, for an incoming data point yΔ  

with each p -farthest neighbor points of every cluster ic . 
Then, the p -farthest neighbor points are sorted based on 
the computed distance measure and thereby, for each 
cluster, we take one point, known as farthest neighbor 
point iQ having minimum distance. After that, we find the 

distance 
)(i

yDΔ  of every cluster ic  with the incoming 

data point yΔ . The incoming data point yΔ  is assigned to 
the current cluster having minimum distance only if the 
calculated distance is less than the predefined threshold 
level, TN . Otherwise, the incoming data point yΔ is 
separately formed as a new cluster so that, the number of 
cluster is incremented with one. 
Distance measure: Distance strategy is an important for 
effectively identifying the appropriate cluster of an 
incoming data point yΔ . In the proposed approach, we 
have used different distance strategy that makes use of 
three points such as mean m , farthest neighbor point Q  

and the incoming data point yΔ . For each cluster ic , the 

Euclidean distance DE  is calculated for the following two 

set of points: mean and incoming point ),( ymi Δ , farthest 

neighbor point and incoming point ),( yQi Δ , mean and 

farthest neighbor point ),( ii Qm . When new data point 

yΔ  is updated in the static database DS , the distance 
)(i

yDΔ  is calculated using the following equation. The 
cluster quality of the proposed approach is improved 
significantly if these three measures are incorporated into 
the distance value for identifying the appropriate cluster. 
 
 
 
where, ),( ymE iD Δ     Euclidean distance between the 

points im  and yΔ ; ),( yQE iD Δ    Euclidean distance 

between the points iQ  and yΔ ; ),( iiD QmE     

Euclidean distance between the points im  and iQ  
 

2.2.3 Updating of Cluster Feature  

After adding the incoming data point yΔ  to the cluster, 
updating of CF  is important for further processing. The 
cluster feature ( ICF ) of the incremented cluster IC (the 

cluster ic  with incoming data point yΔ ) is updated by : 

(1) taking the mean of the incremented cluster IC  (2) 
finding the p -farthest neighbor point of the incremented 

cluster IC . For updating of CF , we first calculate the 

mean of the incremented cluster ( Im ) and update the first 

),(    ),(    ),()(
iiDiDiD

i
y QmEyQEymED ×Δ+Δ=Δ
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component of the cluster feature ICF  with Im .  Then, 

Euclidean distance DE  is calculated for every data points 

in the incremented cluster IC with the updated mean 

Im .The data points are sorted based on the computed 
distance measure and new set of top p -farthest neighbor 
points are chosen from the sorted list. Such a way, the new 
cluster feature is formed for the incremented cluster IC , 

which is represented as, { }  ,    )( j
II I

qmCF =  : 

pji ≤≤ , This process of updating is applicable only to 

the incremented cluster IC which is updated recently. 
Finding the appropriate cluster (sub-section 2.2.2) and 
updating of cluster feature (sub-section 3.2.3) are 
iteratively performed for ‘ t ’ number of data points in the 
incremental database DSΔ . 

2.2.4 Merging of closest cluster pair 

Once the ‘ t ’ number of data points in the incremental 
database DSΔ  are processed with the proposed approach, 
there is an urgent requirement to merge the closest clusters. 
To avoid the formation of a non-optimal clustering 
structure which may occur during the incremental 
clustering process, the merging strategy is used in the 
proposed approach that guides the incremental clustering 
process with high quality and at the same time, the 
proposed approach generates the reasonable number of 
clusters. 
 
For merging the closest cluster pair, we make use of the 
CF  employed in the previous steps. The mean of every 
cluster identified after finishing the ‘ t ’ number of 
iteration is used for merging the closest cluster pairs. If 
“ t ” data points are processed with the proposed approach, 
then we perform the merging strategy where, the closest 
cluster pair is identified by making use of the mean and 
the Euclidean distance. The procedure used for merging 
process is described as: (i) Calculate the Euclidean 
distance DE  in between the mean of the cluster with other 
cluster (ii) Select the cluster pair having minimum distance 
(iii) Merge the chosen cluster pair, if the distance of the 
chosen cluster pair is less than the merging threshold level, 

TM  (iv) Recalculate the mean of the merged cluster (v) 
Repeat step (i) to (iv) until no cluster pair is merged. 
Finally, the resultant cluster RC  is obtained from the 
merging process after processing all data points in the 
incremental database.  
 

3. Results 

We have implemented the proposed incremental clustering 
approach using two static datasets Iris dataset [8] and wine 
dataset [9] from the UCI machine repository. Iris dataset 
comprises 3 classes of 150 instances each, in which each 
class defines to a type of iris plant. The attributes are sepal 
length in cm, sepal width in cm, petal length in cm, petal 
width in cm and class label. Wine dataset comprises 3 
classes of 178 instances. These data are the outcome of a 
chemical analysis of wines grown in similar regions in 
Italy but resulting from three diverse cultivators. The 
analysis resolves the quantities of 13 constituents 
identified in each of the three types of wines. The 
attributes are Alcohol, Malic acid, Ash, Alcalinity of ash, 
Magnesium, Total phenols, Flavanoids, Nonflavanoid 
phenols, Proanthocyanins, Color intensity, Hue, Proline 
and class label. 
To convert these static problems into dynamic problems, 
the data points in each database are divided into 2 groups. 
each group consisting of identical number of data points 
from each class. Initially, we give the first group of data 
points to the k-means algorithm for initial clustering. It 
provides the k- number of clusters. Then, we compute the 
cluster feature for initial cluster and by making use of the 
cluster feature; we fed the second group of data points to 
the proposed approach incrementally. For each data point 
from the second group, we compute the designed distance 
measure and assign the data points to the corresponding 
cluster if the minimum distance of the cluster is less than 
the minimum threshold ( TN =10 ). Otherwise, it forms as 
a separate cluster. Subsequently, the cluster feature is 
updated for each data points based on the proposed 
approach. Once we process the ‘ t ’ ( t =20) set of data 
points, the merging process is done in accordance with the 
merging threshold ( TM = 4). Finally, we obtain the set of 
resultant cluster from the merging process. 
The performance of the proposed approach is evaluated on 
Iris dataset and wine dataset using Clustering Accuracy 
(CA). We have used the clustering accuracy described in 
[37, 38] for evaluating the performance of the proposed 
approach. The evaluation metric used in the proposed 
approach is given below, 
 

Clustering Accuracy, ∑
=

=
T

i
iX

N
CA

1
 1     

 
Clustering Error, CA    1   CE −=  

where, N  Number of data points in the dataset;  
    T  Number of resultant cluster ;  
   iX  Number of data points occurring in both       
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cluster i and its corresponding class.T  
The experimental results of the proposed approach are 
shown in figure 5 and figure 6. We calculate the clustering 
accuracy of the resultant clusters by changing the k-value 
(order of initial clustering) and at the same time, clustering 
error is also calculated 
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Fig. 5. Clustering Accuracy vs. input order of initial clustering ( k ) 
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Fig. 6. Clustering Error vs. input order of initial clustering ( k ) 

4. Conclusion 

In this paper, we have developed a more efficient 
approach for clustering incremental database using cluster 
feature. The proposed approach has two modules namely, 
1) initial clustering 2) incremental clustering. First, initial 
clusters have been obtained by using the conventional 
partitional clustering algorithm - k-means algorithm then, 
cluster features have been obtained using the initial cluster 
and these cluster features have been used for clustering the 
incremental database in accordance with the devised 
distance measure. Finally, by making use of the mean 
value, closest pair of clusters has been merged after 
processing the set of data points. For experimentation, we 
have employed the real datasets obtained from the UCI 

machine learning repository. The experimental results 
indicated that the proposed incremental clustering 
approach is efficient in terms of clustering accuracy. 
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