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Summary 
Real-time processing contains generally chains of complex, 

heterogeneous, and critical processes.  Different monitoring 

programs are used for detecting anomalies, failures and tracing 

workflow progress of the running processes.  However, the 

majorities of the traditional monitoring functions of the workflow 

systems are usually platform dependent, task specific, lacking 

alerts capabilities, inflexible, and consuming many of the 

organization resources.  This paper introduces the design and 

implementation of a generic knowledge-based agent model that 

overcomes these limitations and restrictions. The proposed 

intelligent agent is using customized rules for workflow 

monitoring and generating alerts as well as exception reports to 

the operators.  The suggested rule-based agent is fast, 

autonomous, configurable, reactive, and platform-independent. 
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1. Introduction 

The workflow of real-time data processing systems consist 

generally of series or sequence of complex 

stages/processes [4].  In every stage, the states of the 

different objects or elements, as well as their internal 

attributes, are dynamically changed during the different 

steps.  Generally, The real-time systems use monitoring 

tools to increase their productivity and efficiency by 

detecting anomalies, potential workflow failures and 

tracing workflow progress for the different processes 

[5,6,7].  The operators of the real-time systems use several 

instances of the monitoring tools to supervise, control, 

monitor workflow progress and trace the states of the 

different resources during the life cycle of monitored 

systems. 

The majorities of the traditional monitoring techniques 

have many limitations. Such monitoring approaches are 

usually platform dependent, task specific, lacking 

reactivity, inflexible, and having limited resources 

management. Also, they consume most of the organization 

resources, need longer time, more human resources to 

maintain or configure. Moreover, usually they lack 

intelligence decision support.  In addition, the monitoring 

tools are not available to remote users and are not portable.   

 

Furthermore, the monitored data have no standard format 

or unified structures which make the monitoring tools more 

complex. 

 

During the last decade intelligent agents have been widely 

used in complex industrial and business applications [1,2].  

Applying agent technology and knowledge-based concepts 

to workflow monitoring allow flexible interaction and 

interoperation among heterogeneous systems. Recently 

agents have been greatly used and integrated with web 

technology and services [3]. 

The scope of this paper is to present an approach for 

implementing a platform-independent and task-unspecific 

knowledge-based agent model that overcomes the previous 

limitations and restrictions.  The agent uses a simple and 

flexible format for representing the time-based data 

intervals as well as its different attributes. Also, the agent 

is using customized rules for workflow monitoring and 

generating different exception reports and alerts when 

necessary. 

The overall structure of the proposed approach is 

explained in Section 2.  In Section 3, detailed architecture 

and design of the rule-based agent are presented.  Real-

time practical implementation of the proposed system is 

illustrated in Section 4.  Section 5 evaluates the 

performance of the suggested agent and presents the results 

of the comparison of the agent with the organization 

available tools.  Section 6 concludes this paper by 

summarizing the contributions of the proposed agent and 

discussing future directions. 

2. The Proposed Framework 

In order to overcome extensive resources utilization, the 

web-enabled monitoring approach is structured into three 

main modules as shown in Fig. 1.  The arrows in the graph 
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indicate the direction of data flow between the different 

modules. 

 

 

 

Fig. 1 Overall framework. 

The first module comprises a set of intelligent scheduled or 

continuous running programs.  These programs/services 

act as data collectors and simple knowledge-based services.  

They regularly collect status of objects from the different 

data sources of the monitored system.  Then, they infer the 

monitored data and classify the status of the different 

objects as well as their necessary attributes/properties from 

the different stages of the monitored system.  Finally, these 

programs store the data into dedicated data repositories 

either in an Extensible Markup Language (XML) format or 

in a simple standard data format [8,9].  Data interval 

preparation and classification is not limited to the 

automatic programs.  In addition, users can also write their 

own data repositories that could be used later by the other 

monitoring agents as well. 

The second module consists of any ordinary web server 

and a set of CGI programs (act as simple data producers) 

in charge to read the data generated from the first module, 

prepare the browser configuration data and a user specific 

views and to send all the information to the monitoring 

web browsers in Hypertext Markup Language (HTML) 

using Hypertext Transfer Protocol (HTTP) [10,11]. 

The third module is our proposed monitoring agent.  This 

agent consists of a set of Java classes or programs that can 

be run either from the web browsers for all known 

platforms as a Java applet or in standalone mode 

[12,13,14]. The agent is reactive, autonomous and 

communicative.  

3. The Monitoring Model 

In this paper, the rule-based programming and agent 

technologies are applied to workflow monitoring in order 

to provide more flexibility and intelligence to the 

monitoring process. The agent reads regularly the 

necessary information from the web server using the HTTP 

protocol.  Then, the agent aggregate, sort, infer, and finally 

display the monitored data accordingly in the web browser. 

The agent is using a simple customized rule engine for 

monitoring purposes as well as generating exceptional 

reports and early warning alerts to the operators. The agent 

is able to communicate with its user/operator.  It reads the 

user updated configuration parameters and reacts with user 

requests and needs. The internal structure including the 

main functions of the monitoring agent is shown in Fig. 2. 

The details of our approach are described as follows. 

 

 

 

 

 

 

 

Fig. 2 The structure of the monitoring agent model. 

3.1 Agent data representation 

The monitoring agent is completely modeled with object-

oriented paradigm. In the monitoring agent, the data 

monitored are represented and modeled with novel 

interval-based objects or elements [15].  Each object, in 

our case IntervalInfo class, is composed of a set of well 

defined fields or slots and array of optional attributes 

(AttributeInfo class). The UML class diagram and 

composition relationship are shown in Fig. 3. 

IntervalInfo  AttributeInfo 

ElementClass:String    
ElementName:String  
ElementState:String 
ElementEpocStart:int 
ElementEpocEnd:int 
ElementColor:Color 
Attributes[]:AttributeInfo 

 Name:String 
Value:String 
Alias:String 
color:Color 

getName():String 
getValue():String 
getAlias():String 
setColor(Color) 
getColor():Color 

addAttribute(AttributeInfo) 
setColor(Color) 
setElementClass(String) 
… 
getAttribute():AttributeInfo 
getElementClass():String 
…. 
getColor() 

  

Fig. 3 Class diagram and composition relationship 
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3.2 Data exchange 

In the proposed approach, the states of the interval data 

can be stored in the data repositories either in dedicated 

file system or cached from organization databases. The 

data format of can be any type of format including XML 

format or simple one-line record per interval data.  

Although, using XML is the most preferable choice as it 

provides a foundation for creating documents and 

document systems.   

 

In addition, the implementation of simple text format is 

supported and understood by the monitoring agent model 

in order to support new generations of portable digital 

assistance devices such as iPhone, embedded systems, as 

well as other similar device.  So, a set of parameters has to 

be passed to the web-based agent during initialization 

process as part of the HTML file. These parameters will be 

sent to the browser from the HTTP server.   The 

parameters will allow the agent to read, parse, and display 

data from the server. 

 

An example of the parameters is shown below. 

<PARAM name="ClassIndex" value="1"> 

<PARAM name="NameIndex" value="2"> 

<PARAM name="StartTimeIndex" value="3"> 

<PARAM name="EndTimeIndex" value="4"> 

<PARAM name="IdIndex" value="5"> 

<PARAM name="StateIndex" value="6"> 

<PARAM name="DataStartIndex" value="7"> 

<PARAM name="DataSeparator" value=","> 

<PARAM name="DataTitles"  

value="Maximum Memory Utilization; 

Maximum Swap Utilization;"> 

    

Each record or interval is sent to the agent in a separate 

section. The first line and the last line are special keywords 

to identify the beginning and ending of data transfer.  

3.3 Agent rule engine 

The agent uses a time-dependent rule engine for states 

identification and classification.  The engine is supported 

with specific arithmetic and string operators.  Default rules 

definition is loaded at start up time from the HTTP server.  

The rules are passed to the agent as name value pairs.  

Simplified rule syntax for the agent engine can be 

illustrated as follows: 

 

RULE-n [description] 

[SALIENCE salience] 

IF  

   Interval.Property Operator State1 [State2] 

  [Interval.Property Operator state1 [State2] ] 

THEN  

set State Identifier <color code> 

[THEN  generate alert for Operator] 

[THEN DO Task x] 

 

Due to the nature of the monitored data and the agent, 

currently one rule will be fired per matched interval.  The 

rule with higher salience will have high priority over the 

rule with lower salience. The agent is using by default 

depth strategy for conflict resolution. This means that 

newly activated rules are placed above all rules of the same 

salience.  

 

Additionally, an exceptional conflict report entry will be 

available to the operator for conflicting rules. 

4. Implementation 

The International Data Centre (IDC) of the Preparatory 

Commission for the Comprehensive Nuclear-Test-Ban 

Treaty Organization (CTBTO) is receiving and processing, 

in near real time, data from all the International Monitoring 

System (IMS) stations or facilities via a dedicated Global 

Communications Infrastructure (GCI) [17].  Monitoring 

IMS data includes receiving, forwarding, automatic 

processing, interactive review, generation and distribution 

of IDC scientific bulletins and reports, and archiving of the 

data.    

 

The proposed prototype agent has been implemented in 

monitoring the real-time processing of the data received 

continuously from the IMS stations, including 

meteorological data, or similar interval-based data.  The 

monitored data are from different technologies and 

different characteristics IDC seismic data processing and 

pipeline, radionuclide data processing and atmospherics 

data processing. A fresh real implementation of the 

proposed system is shown in Fig. 4. 

5. Comparison and Results 

More than ten performance attributes have been identified 

to evaluate the proposed system. Also, a comparison 

between the proposed system and the current available 

monitoring tools has been made. Selected datasets from 

different records, extracted from IDC databases and 

different critical processes, have been used to evaluate the 

performance of the proposed system with the existing 

similar monitoring tools.  

 

The results of the comparison between the proposed 

system and the other available monitoring tools are 
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summarized in Table I.  The response time of proposed 

knowledge-based monitoring agent is faster time than the 

current tools. Moreover, it is dynamic and simpler in 

configuration, integration and implementation.  

Fig. 4 Workflow of IDC continuous data distribution using proposed model  

Table 1 Comparison results 

No. Attribute 
Other Available 

Systems 
Proposed Model 

1 Response Time Fast Faster 

2 Flexibility Hard Easy 

3 Configurability Simple Simple 

4 Portability No Yes 

5 
Dynamic 

Configuration 
No Yes 

6 Web-Enabled No Yes 

7 Task Specific Yes Generic 

8 Scalability Not Easy Easy 

9 

Databases/ Resources 

Utilization 

(per monitored system) 

N 1 

10 Reports Capability N/A Yes 

11 Alerts Capability N/A Yes 
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6. Conclusion and Future Work 

The proposed lightweight knowledge-based agent is 

generic, portable, and flexible to handle any time interval, 

and platform independent.  By implementing the proposed 

agent, status of the different objects, as well as their 

attributes or properties, can be easily monitored either via 

the organization Intranet, or remotely using Virtual Private 

Network (VPN) connections through the Internet. The 

agent allows timely generating exceptional reports and 

alerts. This will help the operators and decision making 

users to act faster on the anomalies that could be occurred 

during the workflow monitoring process.  

Future work will be dedicated to create special monitoring 

agent, for simulation and analysis purposes, which fully 

use and implement the Java Rule Engine API (JSR 94) and 

its specifications. Also, it is planned to integrate or enable 

the use of the proposed monitoring agent in grid 

monitoring systems in order to share and distribute 

generated alerts and exceptional reports with the other 

intranet agents. 
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