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Summary The classification of different tumor types is of great 
importance in cancer diagnosis and drug discovery. However, 
most previous cancer classification studies are clinical-based and 
have limited diagnostic ability. Cancer classification using gene 
expression data is known to contain the keys for addressing the 
fundamental problems relating to cancer diagnosis and drug 
discovery. The recent advent of DNA microarray technique has 
made simultaneous monitoring of thousands of gene expressions 
possible. We propose a new method of classification system 
namely, the fuzzy hypersphere clustering neural network 
(FHCNN) which combines clustering and classification inorder 
to differentiate cancer tissues such as acute myeloid leukemia 
(AML) and acute lymphoblastic leukemia (ALL). Experimental 
results show that our FHCNN model using one outstanding gene, 
Zyxin achieves the best classification accuracy of 94.12% where 
as other state-of-art methods could reach the best accuracy of 
91.18%. Moreover FHCNN is more stable, and contains less 
number of parameter adjustments compared to all the other 
classification methods. 
Key words:  classification, gene ranking, fuzzy sets, 
neural network,  

1. Introduction 

Microarrays [1, 2] allow simultaneous measurement of 
tens of thousands of gene expression levels per sample. It 
has changed biomedical research in a profound way and 
has rapidly emerged as a major tool to obtain gene 
expression profiles of human cancers [3, 4]. Since the 
development of microarray technology, many data mining 
approaches [18, 19, 20, 21, 22, 24] have been developed 
to analyze microarray data.  Because typical microarray 
studies usually contain less than one hundred samples, the 
number of features (genes) in the data far exceeds the 
number of samples. This asymmetry of the data poses a 
serious challenge for standard learning algorithms that can 
be overcome by selecting a subset of the features and 
using only them in the classification. Generally, the 
microarray data analysis includes two key procedures: 
gene selection and classifier construction. From biological 
and clinical points of view, finding the small number of 
important genes can help researchers to concentrate on 
these genes and investigate the mechanisms for cancer 

development and treatment. It may bring down the cost of 
laboratory tests, because a patient needs to be tested on 
only few genes, rather than thousands of genes. 
Furthermore, it may be possible to obtain simple rules for 
doctors to make diagnosis without even using a classifier 
or a computer. If we survey and examine the established 
reports in this field, we will find that almost all the 
accurate classification results are obtained using more than 
a single gene.  Recently, Wang. X et al. [9] proposed a 
rough set based soft computing method to conduct cancer 
classification using single genes. However, multi-gene 
models suffer from the disadvantage that it is not easy to 
assess which gene is more important in the models, 
because they are run on the basis of a group of genes. As a 
result, the significant biomarkers of related cancers are 
hard to be detected. In addition, multi-gene models are 
prone to impart the difficulty in understanding the models 
themselves. In this article, we explore the classification of 
cancer on the basis of single genes with leukemia dataset 
using our proposed FHCNN model. We want to 
underscore that sufficiently accurate classification can be 
achieved, and important biomarkers can be found with 
ease and efficiently by using single-gene models. 
 

 2. Materials and methods 

2.1 Microarray Data 
The number of training samples in leukemia dataset [10] is 
38 which of them contain 27 samples of ALL class and 11 
samples of AML class; the number of testing samples is 
34 where 20 samples belong to ALL and remaining 14 
samples belongs to AML class respectively.  

2.2 Gene Selection 
 In order to score the similarity of each gene, an ideal 
feature vector [5] is defined. It is a vector consisting of 0’s 
in one class (ALL) and 1’s in other class (AML). It is 
defined as follows:  
 

iideal =(0,0,0,…..,0,1,……,1,1,1)                               (1)  
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The similarity of ig  and idealg using Spearman correlation 
coefficient (SCC) [6] is defined as follows  

SCC  =  
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Where n is the number of samples; ig is the thi  real value 
of the gene vector and ideali  is the corresponding thi  

binary value of the ideal feature vector. 

 3. Topology of Fuzzy Hypersphere Clustering 
Neural Network 
 
The FHCNN consists of two layers as shown in the Fig 1. 
The RF  layer accepts an input pattern and consists of n 
processing elements, one for each dimension of the pattern. 
The CF  layer consists of q processing nodes that are 
constructed during training and each node represents fuzzy 
set hypersphere (HS) which is characterized by its 
membership function. The processing performed by HS 
node is shown in the Fig 2. The weights between the RF  
and CF  layer represent centre points (CPs) of the HSs.      

As shown in the Fig 2, ( )1 2 3, , ,.......,j j j j jnC c c c c=  

represents CP of the HS jm .  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                             Input Layer 
     Fig 1. Fuzzy Hypersphere Clustering Neural Network.   

The threshold input of HS, denoted by T is set to one and 
it is weighted byζ  that represents radius of the HS, which 
is created during the training process. The CPs of the HSs 
are stored in the matrix C. The radii of the HSs created 
during training process are bounded in the range 0 1ζ≤ ≤ . 
The maximum size of hypersphere is bounded by a user 

defined value λ , where 0 1λ≤ ≤ , the λ  is called as growth 
parameter that is used for controlling maximum size of the 
hypersphere and puts maximum limit on the radius of the 
hypersphere. 

 
Let the training set is, { }  1, 2,.....,hR R h P∈ = , where 

( )1 2 3, , , ....., n
h h h h hnR r r r r I= ∈  is the thh  pattern, and 

the membership function of the hypersphere node jm  is 
defined as 
 

( ) ( ), , 1 , ,                                                (3)     j h jm R C f lζ ζ γ= −        

                         
where ( )f  is three-parameter ramp threshold function 
defined as 
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Fig. 2. Implementation of Fuzzy Hypersphere Clustering Neural Network.   

The membership function returns jm =1, if the input 

patterns hR is contained by the hypersphere. The 
parameter ,  0 1γ γ≤ ≤ , is a sensitivity parameter, which 
governs how fast the membership value decreases outside 
the hypersphere when the distance between hR and jC  

increases. The sample plot of membership function with 
centre point [0.5 0.5] and radius equal to 0.3 is shown in 
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Fig 3. It can be observed that the membership values 
decrease steadily with increase in distance from the 
hypersphere. Each node of CF  layer represents a cluster. 
The output of the thj CF  node represents the fuzzy degree 
with which the input pattern belongs to the cluster jm . 
 

 
Fig. 3. Plot of Fuzzy Hypersphere Membership Function with center 
point CP [0.5 0.5], radius ζ =0.3 and sensitivity parameter γ =1. 

3.1 The FHCNN Learning Algorithm 
 
The HSs created in the CF  layer represent clusters. The 
ζ  is a radius of the HSs created. It is user defined and 
bounded by 0 1ζ≤ ≤ . The number of clusters or 
hyperspheres constructed depends on the parameter ζ . 
The value of ζ  is problem dependent and should be 
moderately low so that HSs created will include the 
patterns which are close to  each other and possibly fall in 
the same cluster. The FHCNN learning algorithm consists 
of two steps for the creation of the HSs during training 
process. The steps in the learning algorithm are given by 
(1) Finding hypersphere centre points. (2) Removal of 
patterns grouped in the hypersphere. 
 

3.2 Finding Hypersphere Centre Points 
 
To determine the centre points of the cluster all the 
patterns are applied to each of the pattern and the patterns 
with euclidean distance less than or equal to ζ  are 
counted for all the patterns. The pattern with maximum 
count is selected as a centroid or CP of the hypersphere. 
The process of selecting CP of the cluster is described 
below.  

     

1

  If      1   1, 2, 3,..., ,      (6)
i j
j

P
then D D for i Pi iR R ζ

=

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

≤ = + =−

          
where iR  and jR  are the thi  and thj   patterns respectively 

in the dataset R , D  is a P -dimensional vector and iD  is 

thi  element of vector D  which contains number of 
patterns falling around thi   pattern whose euclidean 
distance is less than or equal toζ . To find the pattern with 
the maximum count the equation (7) is used in which 

maxD  is the maximum value in the row vector D , and 

indD   is an index of the maximum value. 
         [  ]  max indD D = max[ D ]                                    (7) 
The pattern indR  from the dataset R  is the most 
appropriate and chosen as a CP of the first hypersphere 1m .  
The hypersphere 1m  returns fuzzy membership value 
equal to one for the patterns which fall around the selected 
centre point indR  with the distance less than or equal toζ . 
Hence, these patterns are grouped in a cluster and the 
pattern indR  acts as CP of the created cluster. The weight 
assigned to the synapses of the created hypersphere is 
described using equation (8). 

1C = indR                                                       (8) 
 

3.3 Removal of Grouped Patterns in the 
Hypersphere 
 
 The clustered patterns in the previous step are eliminated 
and the next pass uses the remaining unclustered patterns 
to create new hyperspheres.  
Let pR , cR  and nR  represent set of patterns used in the 
current pass, set of patterns clustered in the current pass 
and set of patterns that will be used in the next pass, 
respectively. Then nR  can be described as, 

{ }| and                                        (9)R R R R R R R Rn p c n n p n c= − = ∈ ∉                         

The nR  calculated in the current pass becomes pR  for the 

next pass. Above two steps are repeated until all the 
patterns are clustered. Each node of CF  layer constructed 
during training represents a cluster and gives a soft 
decision. The output of thk CF  node represents the degree 
to which the input pattern belongs to the cluster km . 
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4. RESULTS AND DISCUSSION 
 
We evaluated the proposed approach on the leukemia 
dataset, which consists of 72 samples (38 training samples, 
34 testing samples) each described by 7129 attributes 
(genes). The pathological classes (targets) to be predicted 
are ALL (acute lymphoblastic leukemia) and AML (acute 
myeloid leukemia). As a preprocessing step, we ranked all 
the 7129 genes using SCC scoring approach. We picked 
out 10 genes with the largest SCC values from the training 
samples to do the classification. Table 1 shows these 10 
genes. We input these genes one by one to the FHCNN 
according to their ranks. During all the experiments using 
the FHCNN, the parameter γ is set to 1 andζ   is adjusted 
to tune the performance to get maximum possible 
accuracy by varying number of created HSs. When we 
trained FHCNN with 38 patterns of the gene Zyxin with 
ζ equal to 0.2, it created four clusters.  After that, the 
FHCNN performance is assessed on the independent 34 
testing samples for classification. This process is repeated 
for all the remaining selected genes. Among the top 10 
genes, the top four genes having Gene ids #4847, #1882, 
#1834 and #760 were among the biologically instructive 
genes identified earlier by many other approaches [7-12]. 
Moreover, when considering the performance of the 
selected genes and FHCNN with each class separately, the 
five genes with Gene ids #760, #1834, #4373, #6855 and 
#3252 showed 100% best classification accuracy for 
samples related to ALL class, and the  Gene id #4377 
attained 100% best classification accuracy for samples 
belonging to AML class in leukemia dataset respectively. 
 

TABLE 1: TOP 10 GENES WITH THE BEST CLASSIFICATION ACCURACY  
USING FHCNN AND SCC GENE SELECTION METHOD 

Gene id #Correctly classified 
samples 

(ALL/AML) 

Classification  
accuracy (%) 
(ALL/AML) 

4847 32 (19/13) 94.12 (95/92.86) 
1882 32 (19/13) 94.12 (95/92.86) 
760 32 (20/12) 94.12 (100/85.71) 

1834 32 (20/12) 94.12 (100/85.71) 
2402 29 (18/11) 85.29 (90/78.57) 
4373 31 (20/11) 91.18 (100/78.57) 
6855 30 (20/10) 88.24 (100/71.43) 
6041 31 (19/12) 91.18 (95/85.71) 
3252 31 (20/11) 91.18 (100/78.57) 
4377 30 (16/14) 88.24 (80/100) 

 
The leukemia dataset has been well studied by many 
researchers. Regarding the leukemia dataset, the best 
classification accuracy results reported in our and some 
other works are shown in Table 2.  If using single genes, 
our accuracy is the highest among all the methods, and the 

other methods must use far more genes to achieve our 
classification accuracy. Using one common gene Zyxin,   
until now all other previously published methods [9, 11, 
12, 14, 20, 22] could reach the best classification accuracy 
of 91.18%, whereas our proposed method could achieve 
94.12% best classification accuracy which is shown in 
Table 3.  

TABLE 2: COMPARISON OF THE BEST CLASSIFICATION ACCURACY WITH   
LEUKEMIA DATA SET 

Methods # Genes #Correctly-classified 
samples(Accuracy) 

Proposed 1 32 (94.1 %) 
Wang. X. et al. [9] 1 32 (94.1 %) 

      Tong et al.[21] 2 31 (91.2 %) 
Xu. R. et al.[24]       5 31 (91.2 %) 
Sun et al. [12 ] 1 31 (91.2 %) 

Banerjee  et al. [13] 9 31 (91.2 %) 
Li et al. [14 ] 1 31 (91.2 %) 

Tan et al. [15 ] 1038 31 (91.2 %) 
Wang. Y. et al. [12] 1 31 (91.2 %) 
Cong. G. et al. [16] 10-40 31 (91.2 %) 

Golub et al. [10] 50 29 (85.3 %) 
     Furey et al.[17] 25-1000 30-32 (88.2%-94.1%) 

 

TABLE 3: COMPARISON OF THE BEST CLASSIFICATION ACCURACY WITH   
LEUKEMIA DATA SET USING ONE OUTSTANDING GENE  ZYXIN 

Methods #Correctly-classified            
samples (Accuracy %) 

Proposed 32 (94.1 %) 
Kulkarni. U.V. et al. [20] 31 (91.2 %) 

Wang. X. et al. [9] 31 (91.2 %) 
Wang. Y. et al. [11] 31 (91.2 %) 
Sun. L. et al. [12 ] 31 (91.2 %) 
Li .J. et al. [14 ] 31 (91.2 %) 
Li. W. et al. [22 ] 31 (91.2 %) 
Frank. et al. [23] 30-31 (88.24%-91.18%) 

 

5. Conclusion 
 
The proposed work mainly focused on classification of 
acute leukemia using only single genes, particularly using 
one outstanding top gene, Zyxin. A learning strategy 
which combines clustering and fuzzy classifier with fuzzy 
hypersphere membership function was used for predicting 
the class of cancer. Zyxin was selected as a top ranked 
gene using Spearman coefficient gene selection method 
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and using this single gene our method could achieve the 
best classification accuracy of 94.12%(2 out of 34 test 
samples are classified wrongly) where as all others could 
achieve only 91.18%(3 out of 34 test samples are  
classified  wrongly). Our future work will look upon 
training the new patterns adaptively without retraining 
again along with already trained patterns and removing 
overlapping of hyperspheres of different classes so that it 
may help to increase the classification accuracy to a 
greater extent. 
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