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Summary 
In this paper we will present an A Novel Algorithm for Reducing 
Search Time Using Data Mining Mechanism. This method is 
achieved when we create a threshold detector (TD) by which we 
may conduct clustering so that in data base accumulation, we 
may present a new competence function by portioning max and 
min point which produce specific intervals in the information 
accumulation. In WKTD algorithm, by evaluating parameters 
used in data collection in the data base of Iranian Workers 
Association and Oil Industry Investment Company, the 
recommended algorithm can be used for searching the 
abovementioned data bases with a high record of estimated costs 
which are obtained from data collection. Delays considered in 
searching banks also have been assessed and sweep time and 
return time of task search have been calculated using competence 
function. In order to reduce repetitive data in the data base, we 
were able to present a new method using the threshold detector 
which enables us to create repetitive data by clustering. 
Compared with basic K-Means and WKMSD, the recommended 
algorithm has a higher performance and dependability and is 
more reliable than previous algorithms. 
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1. Introduction 

In the twentieth century, environmental conditions for 
entering customers are among powerful managerial tools 
which are used in information technology. For processing 
cumulative percentage of information, we need to do high 
level data investigations at data bases. This can be 
integrated with data mining technique so that we may 
achieve accomplishments for reducing data gauging. In 
environmental conditions, frameworks have been used in 
which there are algorithms as rules that might create a 
process in shaping customers’ satisfaction level so that this 
structure may make the system more efficient. But if 
integrated frameworks and algorithms cannot enhance the 
level of customers’ satisfaction, they produce parameters 
the use of which not only do not increase system’s 
productivity but also decreases its dependability. But if the 
same parameters are integrated with inter-related 
framework and algorithm or, in other words, if the 
recommended algorithm is properly incorporated into the 
framework, it can enhance the satisfaction level of the 

customers. Now, by observing systems distributed by data 
mining mechanism, we use a series of algorithms used in 
basic K-Means and WKMSD as well as ERPSD 
framework. In this method, by integrating combined 
methods a suitable strategy has been presented which 
enhances the level of clients’ satisfaction. Therefore, in 
order to increase the level of clients’ satisfaction, we have 
replaced integrated central systems distributed integrated 
systems so that their dependability and security will be 
improved By studying previously Proposed frameworks 
and models, we succeeded in presenting suitable strategies 
for creating the new algorithm. Considering the new 
Proposed algorithm, we devised new technical methods in 
which a new methodology has been used because although 
all the above-mentioned independent algorithms have 
some advantages but after combing effective factors, their 
performance decreases. Using the Proposed WKTD 
algorithm, we succeeded in improving the performance of 
the base K-Means algorithm and WKMSD algorithm. 

2. Distributed systems with data mining 
mechanism 

Successful implementation of ERP systems with regard to 
their capabilities has always been studied and in this 
matter the most effective factors are selection of suitable 
process and algorithm.[11] Knowledge discovery process, 
extracting suitable information, and using optimal 
algorithms are among the most important challenges in 
this regard. Taking into consideration their unique 
requirements, various companies have presented different 
strategies for data extraction and knowledge 
discovery.[12] ERPSD is a new method for integrating all 
current processes and optimizing the employment of 
system resources with regard to competitive level and 
clients’ satisfaction using ERP. In this method, security 
and performance levels have increased compared with the 
previous model and, thus, time and cost have decreased. 
Acquiring the new methodology requires identification of 
ERPDS phases and data mining algorithms.[2] Following 
the review of the previous literature, it was found out that 
this methodology is better implemented in distributed 
rather than central systems. Therefore, in order to increase 
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the efficiency, we use dependable distributed integrated 
systems so that we can remove problems observed in 
central ERPs.[8,9] 
In a previous study, the ERPASD algorithm has increased 
security and performance levels as comparison with 
previous methods and also considering this algorithm, in 
the distributed data base, a technical method has been 
presented which reduces the total cost of the distributed 
integrated system, calculates repetitive data using Apriori 
ERPSD, and optimizes the ERP system. [1]  
In order to control the data base and accessibility, there are 
various algorithms for data mining such as: K-Means, 
Page Rank, EM, and SVM Apriori. [3]  But in this 
research, following an accurate and comprehensive study 
of various algorithms, we used K-Means algorithm which 
produces practical efficient results. 

Table 1. Users Respond Time and cost In K-Means Algorithm(s) 

3. Base K-Means algorithm 

Base K-Means algorithm is one of the preferable data 
mining algorithms in which clustering method is used. In a 
simple type of this method, first, random points equal to 
required clusters are selected. Then the data are related to 
one of these clusters according to their proximity to these 
clusters and new clusters are formed. [3]Repeating the 
same procedure, in each repetition by averaging the data 

new centers can be estimated for them and again the data 
can be related to new clusters. This procedure continues 
until no change occurs in the data. 

Fig 1. Function of K-Means algorithm in the data base of members of 
Khane Kargar center 

The following function is the target function:  
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║xi(j) – cj ║2 is a criterion for the distance between xi(j)  
data points and cj cluster centre and j is the distance 
between n data points from their respective cluster centers. 
The problem with implementing this algorithm is that by 
determining the points and clustering in voluminous data, 
still data abundance accumulation percentage in each 
cluster will be high and survey time in data base will be 
higher compared with similar algorithms and we must 
present an algorithm which may reduce its search time. 

4. WKTD Proposed algorithm 

Using WKTD algorithm, we create a new technique by 
which data accumulative percentage at central points will 
be reduced. In this case, time survey in the data base and 
accumulation of information is presented by breaking up 
the areas. We will illustrate these phases by defining all 
the parameters affecting the WKTD algorithm. 
WKTD algorithm has a higher performance that basic K-
Means and WKMSD, but the important point here is that 

 
number of 

records 
Users Respond Time In 
K-Means Algorithm(s) 

1 S1 5000 0.022 
2 S2 7000 0.033 
3 S3 10000 0.037 
4 S4 20000 0.039 
5 S5 30000 0.041 
6 S6 50000 0.043 
7 S7 70000 0.048 
8 S8 100000 0.049 
9 S9 200000 0.254 

10 S10 300000 0.277 
11 S11 400000 0.436 
12 S12 500000 0.491 
13 S13 700000 0.691 
14 S14 1000000 0.745 
15 S15 2000000 1.155 
16 S16 3000000 1.367 
17 S17 4000000 1.915 
18 S18 5000000 2.276 
19 S19 6000000 2.781 
20 S20 7000000 2.944 
21 S21 8000000 3.257 
22 S22 9000000 3.663 
23 S23 10000000 3.891 
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information accumulation for large and small data is 
equally broken and this creates the problem of repetitive 
data in accumulation frequency percentage. We overcame 
this problem by using a new technique in WKTD. Since it 
is different from basic K-Means and WKMSD algorithms, 
we present a threshold detector (TD) in the algorithm 
which may balance the data accumulation. The threshold 
detector usually helps us manage the gauging time of the 
information in the data base and eventually reduce it. This 
is done when we make the breakage point selection using 
the threshold detector. 

Fig 2. Function of WKTD algorithm in the part of data base of members 
of workers house 

In WKTD algorithm a technique has been developed so 
that using the competence function and threshold detector, 
we may use the information accumulation percentage 
using the clustering method and create a suitable method 
for quick processing. This is achieved when we optimize 
distance, time, and cost using some parameters. 
The following function is the target function:  
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Table 2. Hardware and software Information Used In Simulation 
 

 Hardware or Software Information 

1 Processor Intel 1.86Hz 

2 Memory(RAM) 2GB 

3 Operation System Microsoft windows XP 
professional version 
2003 SP3 

4 System Type 32-bit operating system

M=Maximum , m=Mininmum 
 Fc =Number of fields  
Rc=Number of records 
Number of records in any section after average calculation 
Rcc= 
TD= Number of clusters in any section according to Data 
abundance accumulation 
K=Number of clusters 
RND=Round 
Rcm=Minimum records for clustering 
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Fig 3. WKTD Flowchart 
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Table 3. Users Respond Time and cost In WKTD Algorithm(s) 
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centre and j is the distance between n data points from 
their respective cluster centers. 
 
TD is a variable which calculates the number of clusters in 
each part based on the accumulation of data frequency. 
 
In this method, when the information amount is high data 
abundance is broken in each area and survey time 
increases. 
 
 
 
 
 
 

 

Fig 4. Data abundance accumulation percentage in K- Means final 
clustering 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 5. Data abundance accumulation percentage in WKTD final 
clustering 

5. Conclusion 

Taking into consideration the limitations which Base K-
Means algorithm has caused in the data abundance 
accumulation percentage, we succeeded in reducing this 
problem by presenting a new technique with WKTD 
algorithm and, using this algorithm with a threshold 
detector, we created a target function in order to improve 
the survey method in the data base. Several simulations 
which have been studied using simulation software and 
data base as well as comparisons made indicate that the 
Proposed algorithm has proved its efficiency in 
comparison with Base K-Means algorithm and point 
finding survey in the Proposed algorithm for data 
accumulation has been performed with higher accuracy 
and a lower amount of survey. This algorithm has a higher 
efficiency compared with its previous similar algorithm 
and is more reliable than Base K-Means algorithm. 

number of 
records 

Users Respond Time In 
WKTD Algorithm(s) 

1 S1 5000 0.017 
2 S2 7000 0.024 
3 S3 10000 0.028 
4 S4 20000 0.029 
5 S5 30000 0.031 
6 S6 50000 0.033 
7 S7 70000 0.036 
8 S8 100000 0.041 
9 S9 200000 0.141 

10 S10 300000 0.229 
11 S11 400000 0.374 
12 S12 500000 0.438 
13 S13 700000 0.577 
14 S14 1000000 0.689 
15 S15 2000000 0.861 
16 S16 3000000 1.283 
17 S17 4000000 1.427 
18 S18 5000000 2.031 
19 S19 6000000 2.319 
20 S20 7000000 2.571 
21 S21 8000000 2.846 
22 S22 9000000 3.082 
23 S23 10000000 3.476 
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Fig 6. Result Respond Times of Implementation Algorithm In OIIC Data 
base 
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