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Summary
This paper is to consider the scheduling of jobs to the resources in grid networks. In this paper, a scheduling system for computational grids with a mobile-agent based method is proposed. The main contribution of this work is to maximize throughput and minimize the entire response time of executing user applications. The proposed system is compared with a scheduling system that uses a recent scheduling algorithm in terms of response time and grid load. The simulation experiments show that the proposed system can lead to performance improvements.
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1. Introduction
Grid computing is applied to many fields, such as scientific computing, data management, system integration, etc. one of the most important problems in grid computing is how to assign grid resources to applications tasks reasonably. Effective resource scheduling is a challenging issue in any grid computing system. This is due to the dynamic, heterogeneous and autonomous behavior of the grid. The grid has no local resources and therefore does not have control over them. Also, the grid has no control over the set of tasks submitted to it [16]. Grid applications are becoming increasingly network dependent with more demanding requirements in area such as data access or interactivity. The specific kind of tasks that request computation are usually referred to as jobs and are dependent on storage, network capacity and computation. When a job is submitted to be executed in the grid, it is delivered to the Grid Scheduling System (GSS). The GSS has the responsibility to select a suitable resource and then control the job execution. The selection of that resource depends on a matchmaking process between jobs submitted and available resources in the grid [30].

In [26], it had stated that effective scheduling of jobs to resources of a grid is complicated by the geographical distance, the different administrative domains with different local policies, the size and heterogeneity of the grid and the grid dynamism. Hence, batch scheduling techniques that assume constant availability and map out the entire schedule before running jobs may not be successful. Scheduling algorithms have to work with the assumption that the information used for mapping jobs to resources will quickly be out of date. These complications lead to a need to an effective and efficient scheduling algorithm to be employed [26]. In this paper, a system for scheduling jobs in computational grids with an agent-based method is presented. The main idea of this method is dispatching multiple mobile agents to different domains at the same time to execute different jobs in a parallel fashion. The main objective of the proposed system is to minimize the response time.

The rest of this paper is structured as follows. Section 2 investigates currently agent-based scheduling systems. Section 3 provides a brief description of grid scheduling. Section 4 provides a brief description of agents and mobile agents. In Section 5, the structure and the operation of the proposed multiagent-based system is presented. Section 6 describes the simulation environment, augments some results and discusses the performance of the system. Section 7 concludes the paper.

2. Related work and scope
Firstly, we review the related work of job scheduling in grid computing environments. Then, we introduce our scope for solving the problem of job scheduling in grids.

2.1 Related work
There is a tremendous effort of research has been done to achieve algorithms to efficiently schedule resources in grids. R. S. Chang, J. S. Chang and P.S. Lin [32] presented a scheduling algorithm that simulates the behavior of ants called Balanced Ant Colony Optimization (BACO). They assumed each job is an ant and the algorithm sends the ants to search for resources. The main objective of their algorithm is to balance the entire system
load while trying to minimize the response time of a given set of jobs.

In [31], G. Ali, N. A. Shaikh and Z. A. Shaikh presented a framework that integrates grid systems and agent systems to perform computations in the grid. Their framework is platform independent and can work over Linux, UNIX and Windows operating systems.

P. Huang and et al [16] presented a scheduling method that take into account historical grid trade and dynamic variation of the grid. The method is a combination of static scheduling and dynamic adaptation using reinforcement learning technique.

T. Altameem and M. Amoon [1] presented an agent-based approach for dynamic adjustment of scheduled jobs in grids. Their approach employs mobile agents for achieving the adjustment services.

2.2 Scope

The scope of this paper is to design a scheduling system for grids and to evaluate its performance. Within this scope, the main contribution is introducing a system with a scheduling strategy that depends on using mobile agents. The scheduling strategy depends on the response time when selecting a resource to execute a certain job. The proposed system is compared with the scheduling algorithm in [7].

3. Proposed System

Most of the grid scheduling systems contains the same set of modules. These modules include a Portal module, through which users can submit the jobs to the system; a Scheduler module, which assigns jobs received from users to grid resources; Information server module which collects information about the state of the grid resources. The information for each resource includes resource speed, resource type, bandwidth between the scheduler system and the resource, and current load of the resource. The scheduling decisions taken by the Scheduler module depends on the information collected by the Information Server module about the grid resources. The components of the proposed system are shown in Fig. 1.

4.1 The System’s Operation

The main purpose of the proposed system is to transparently locate, monitor, and manage resources in the grid. Also, the system can assign jobs of user applications to the most suitable resources in the grid. The system mainly depends on a set of mobile agents. These agents are distributed into the sites of the grid carrying jobs to be executed. The system is characterized by the variables in Table 1.

Users can submit their jobs through Grid Portal. The scheduler receives user jobs along with its information from the Grid Portal. Job information includes job number, job type, job size and QoS requirements, such as the deadline to complete its execution, the number of required resources and the type of these resources. The scheduler assigns each job to the resource that can execute the job with the lowest response time.

![Fig. 1. Architecture of the Proposed System.](image-url)
Table 1
Characteristics of the proposed system.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>The number of jobs to be scheduled</td>
</tr>
<tr>
<td>( m )</td>
<td>The number of available resources</td>
</tr>
<tr>
<td>( TR_{ij} )</td>
<td>The response time of a resource ( j ) for a job ( i )</td>
</tr>
<tr>
<td>( TM_{ij} )</td>
<td>The job transmission time between the GS to the resource ( j )</td>
</tr>
<tr>
<td>( TS_{ij} )</td>
<td>The job service time on the resource ( j )</td>
</tr>
<tr>
<td>( TW_{ij} )</td>
<td>The waiting time of the job ( i ) in the queue of the resource ( j )</td>
</tr>
<tr>
<td>( L_i )</td>
<td>The size of a given job ( i )</td>
</tr>
<tr>
<td>( BW_{ij} )</td>
<td>The bandwidth between the GS and the resource ( j ) on which the job ( i ) can be executed</td>
</tr>
<tr>
<td>( SR_i )</td>
<td>The service time needed for job ( i )</td>
</tr>
<tr>
<td>( S_j )</td>
<td>The speed of the resource ( j )</td>
</tr>
</tbody>
</table>

The scheduler asks the Information server module for a list of suitable resources for the job. After obtaining the list, it computes the response time of each resource in the list when executing the job. The response time of a job includes transmission time of the job with its data, waiting time of the job in the resources queue and the job service time on the resource. The response time of a resource \( j \) for a job \( i \) is defined by:

\[ TR_{ij} = TM_{ij} + TW_{ij} + TS_{ij} \]  \hspace{1cm} (1)

The TM\(_{ij}\) is the waiting time of the job \( i \) in the queue of the resource \( j \). It can be estimated by the sum of all service times of jobs in the waiting queue of the resource \( j \) that have been arrived to before arriving of job \( i \). It can be defined by:

\[ TM_{ij} = \frac{L_i}{BW_{ij}} \]  \hspace{1cm} (2)

The TW\(_{ij}\) can be defined by:

\[ TW_{ij} = \sum_{x=1}^{QueueLength} TS_{ix} \]  \hspace{1cm} (3)

The TS\(_{ij}\) can be defined by:

\[ TS_{ij} = \frac{SR_i}{S_j} \]  \hspace{1cm} (4)

After that, the scheduler sorts the list of suitable resources for each job in an ascending order according to the response time of each resource. The scheduler assigns the list of resources of each job to a mobile agent. For example, the list that will be assigned of job \( j_1 \) will be \( J = \{ jx \mid x = 1, 2, 3, \ldots, m \} \) with response times \( TR = \{ TR1x \mid x = 1, 2, 3, \ldots, m \} \).

Fig. 2. JDA replication.

Fig. 3. RCA replication.
Fig. 4. The operation of the proposed system.
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Fig. 6. RCA logic.
Two types of mobile agents can be generated by the scheduler. The first one is called the Job Distribution Agent (JDA) which is responsible of delivering jobs to their assigned grid resources. The second agent is called Result Collector Agent (RCA) which is used to collect results of executed jobs from resources. The JDAs are sent to the assigned grid resources carrying jobs to be executed. Along with the job, each agent must carry the list of resources constructed by the scheduler. Each agent can carry all the jobs assigned to the resources located in the same domain. So, at the first, there is only one assigned agent for each domain. This agent is replicated to multiple agents when reaching at the domain as shown in Fig. 2. Each replicated agent will be assigned to a certain sub domain. So, it can deliver jobs to the resources of that sub domain in parallel with the other replicated agents. Each agent will be dispatched to the first resource in the list of resources in its assigned sub domain. Then, the agent will deliver the job to that resource. After that, the agent will continue its work and will consider the next job and assigns it to a resource using the same rules. The RCA will start collecting results from the resources in the domain. This agent will be launched after a certain time period of launching the job agent. The time period is estimated as the average response time required for executing a job. As the JDA agent, the result agent will also be replicated. As shown in Fig. 3, each agent of the replicated agents will be assigned to a certain sub domain for collecting results in a parallel fashion. So, it can collect results from the resources of that sub domain. The replicated agents will only pass on the allocated resources to collect results. After finishing the collection of results, the agent will return back to the scheduler. The scheduler module can now deliver results to user. The Information Server module receives requests from the scheduler module about resources status. Then, it prepares the required information and sends it back to the scheduler. The algorithm in Fig. 4 describes the main operation of the system. Fig. 5 and Fig. 6 depict the flowchart for the JDA and RCA internal logics, respectively.

6. Simulation Experiments

In this section, the performance of the proposed system is investigated. Section 6.1 describes the general simulation setup including the simulated grid environment. Section 6.2 shows the experiment results and gives a brief analysis.

6.1 Simulation Grid Environment

We have implemented our proposed system using the GridSim toolkit. The GridSim [3] toolkit is a Java-based discrete event grid simulation toolkit that provides features for application composition, information services for resource discovery, and interfaces for assigning application tasks to resources and managing their execution. GridSim is designed as a multi-layer architecture for extensibility. This allows new components or layers to be added and integrated into GridSim easily. In addition, the layered GridSim architecture captures the model of the Grid computing environment. The GridSim toolkit has been applied successfully to simulate a Nimrod-G [4] like grid resource broker and to evaluate the performance of deadline and budget constrained cost- and time- optimization scheduling algorithms [3]. This toolkit is used to simulate the proposed system and to obtain results. A grid is simulated with a number of resources up to 10000 resources. These resources are distributed among different domains in the grid. The number of domains (agents) and the number of jobs are determined in each simulation experiment. The maximum number of jobs in user applications is 10000 jobs. The size of each job ranges from 1 Kbytes to 10 Mbytes. The initial size of the job agent is 20 Kbytes.

6.2 Results and analysis

In this section, we compare our proposed system with the agent based scheduling system called Sapra. The details of Sapra algorithm can be found in [7]. The comparison is done in terms of throughput, Response time and speedup.

6.2.1 Throughput

Fig. 7 and Fig. 8 show the effect of the number of agents on the throughput of the grid. The proposed system is compared with the Spara algorithm. In this experiment, the numbers of jobs used are 5000 and 10000 jobs and the number of agents (domains) ranges from 1 to 100 agents. It is shown that, as the number of agents increases the grid load increases in both systems. The rate of this increment is higher in case of the proposed system than in case of the other system. This is due that each mobile agent in the proposed system can carry many jobs to different resources in the same domain.
6.2.2 Response Time

Fig. 9 and Fig. 10 depict a response time comparison between the proposed scheduling system and the Spara scheduling systems. In this experiment, the number of agents (which is the same as the number of domains) ranges from 1 up to 100 agents and the numbers of jobs are 5000 and 10000 jobs. The figures show that, the proposed system provides response time better than that obtained by the Spara system.

This is due to the time exhausted by mobile agents for waiting results at each resource in the Spara system. In the proposed system, the mobile agent will not wait for results. The agent has another trip (return trip) to collect results. In both systems, the response time decreases as the number of mobile agents increases.

6.2.3 Speedup

Speedup is a good criterion that can be used for comparing two applications. It relates the response time of an application to the response time of another application when executing the both applications on the same grid. Assume $T_1$ is the time required for executing the first program on the grid and $T_2$ is the time taken for executing the second program on the same grid. Thus the speedup can be estimated as

$$S = \frac{T_1}{T_2}.$$

In this experiment, the number of agents ranges from 1 up to 100 agents and the numbers of jobs are 5000 and 10000 jobs.
7. Conclusions

In this paper, we presented a proposed system for scheduling jobs into computational grids. The system depends on using multiple mobile agents for submitting jobs to different domains in computational grid. Through simulation, we have evaluated the performance of the proposed system. The proposed system is compared with the Spara scheduling system in terms of throughput, response time and speedup. The experimental results show that the proposed system effectively schedule jobs in the grid and it is proven that the proposed system provides better throughput and response time. Also, the proposed system provides a speedup over the Spara.
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