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Summary 
Digital Terrain Models (DTMs) or Digital Elevation Models 
(DEMs) have been being used as common ways to construct 3D 
terrains in GIS. These data can be obtained from topographic 
maps, aerial surveys, satellite, Doppler radar, etc. However, their 
sizes are often large depending on the resolutions. Therefore, it is 
hard to store as well as retrieve them efficiently from DBMS. 
Besides, some current, striking DEM compression techniques [1], 
[2], [3], [4], [20], [27] have limitations on compressed time and 
most of them do not support for retrieval on compressed data. 
Indeed, these limitations are major obstacles when deploying 3D 
WebGIS applications over the Internet environment which 
requires fast processing. In this paper, we will concentrate on the 
DEM compression for fast retrieval problem and introduce a 
novel lossless method based on adaptive sliding windows and 
parallel computation techniques. In fact, our algorithm is an 
amelioration of David and Derek method [3] which is known as 
the fastest compression technique of compressed time on DEM 
data among all DEM compression algorithms [1], [2], [3], [4], 
[20], [27]. Additionally, this algorithm is evaluated and compared 
with some best known ones to show its efficiency and suitability 
for the original problem.  
Key words: 
DEM compression, Lagrange methods, Parallel Computation, 
Sliding Windows 

1. Introduction 

 3D Geographical Information System (GIS) is being used 
as a useful visualization and analysis tool for managers, 
researchers, etc. It provides a realistic interface that closely 
relates to what exists on the Earth. Input of 3D GIS is 
Digital Elevation Model (DEM), or sometimes Digital 
Terrain Model (DTM). A DEM can be represented as a 
raster (a grid of squares) or as a triangular irregular 
network (TIN). DEMs are commonly built using remote 
sensing techniques such as photogrammetry, LiDAR, 
IfSAR, but they may also be built from land surveying, etc 
[12]. While a Digital Surface Model (DSM) may be useful 
for landscape modeling, city modeling and visualization 
applications, a DEM is often required for flood or drainage 
modeling, land-use studies, geological applications, and 
much more. 

Gridded DEM [17] is one of the most widely available 
forms of environmental data. It is stored as a two 
dimension array and each cell contains an elevation value. 
There are different interpretations of the grid. First, the 
elevation can represent the elevation of every point inside 
the square. In this case, the DEM is a non-continuous 
function. Second, the elevation is only belonged to the 
center point of the square, or is the average elevation 
inside the square. In this case, some interpolation methods 
are required to get elevations of all points in the square. 
Although there are still some arguments about the use of 
elevation of gridded DEM, this kind of terrain data is 
undoubtedly recognized as the most popular way to 
construct 3D GIS terrains in comparison with the rests. 
Moreover, it has been being used in various applications 
such as terrain synthesis [6], upslope areas [8], stream 
network [9], Slope-Extraction Analysis [10], Digital 
Channel Network Extraction [24], and many other ones [5], 
[11], [19], [23], [25] , [26]. 
However, size of Gridded DEM is often large due to its 
resolution. As stated in [7], the accuracy of DEM and 
DEM-derived products depends on several factors, 
including the horizontal resolution and vertical precision at 
which the elevation data are represented, and the source of 
the elevation data. This accuracy becomes increasingly 
important as we extend the use of DEM data for spatial 
prediction. Indeed, more accuracy leads to more resolution 
and the size of DEM is increased as a result. Thus, it is 
hard to store and retrieve DEM data from DBMS without 
compression.  
Consider the following scenario: assume that we have a 
3D WebGIS system. A user accesses the official homepage 
and uses 3D WebGIS to view his terrain data. Then, the 
user wants to save DEM data to the DBMS database on 
server for later uses. The server is required to use an 
efficient spatial compression technique to save the large 
DEM data into the DBMS database with smallest size if 
possible. Moreover, these compressed data do not need to 
be fully extracted for display. This means parts of them are 
required to be extracted instead of the whole compressed 
DEM terrain. Such a spatial compression technique, if 
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well-deployed, is a good choice for fast displaying and 
storing terrain data in the WWW environment. 
The scenario above is our long term purpose and what we 
want to reach in this paper. Moreover, it is a development 
of our works on creating a ‘smart’ 3D WebGIS system [13], 
[14], [15], [16]. In fact, these have been some DEM 
compression techniques [1], [2], [3], [4], [20], [27] dealing 
with this problem. However, most of them have high 
compressed time and do not support for retrieval on 
compressed data.  
Originated from the results of David and Derek method [3] 
about fast DEM compression using Lagrange methods, we 
utilize them and present an amelioration based on the 
concept of adaptive sliding windows and parallel 
computation techniques for the DEM compression for fast 
retrieval problem. Our method is lossless and named as 
DCR. Certainly, it will be tested by numerical experiments 
to show the efficiency when comparing with some 
state-of-the-art algorithms. 
The rest of this paper is organized as follows. Section 2 
describes the problem in details. Some related works are 
shown in Section 3. The DCR method is presented in 
Section 4. Section 5 presents some experiments. Finally, 
conclusions and future works are described in the last 
section. 
 
2. Problem Statement 
 
 We start with some definitions 
 
• Def 1: A sliding window (SW) with the original point 

(x0,, y0) and sizes (w, h) is defined as 
 

( ) [ ] [ ]{ }hvwuvyuxyxSW ,0;,0|,),( 0000 ∈∈++=  
      . (1) 
 
• Def 2: A set of moving steps for the point (x, y) with 

arguments (i, j) is denoted 
( ){ }jjiiyxyxji ,0,;,0,|,),( 2121, −=−=++=Δ δδδδ  

      . (2) 
This set contains 8 moving steps ),(, yxk

jiΔ  

with 8,1=k . For example 

      ),(),(),( ,,
1 yxyixyx jiji Δ∈+=Δ    . (3)  

 
• Def 3: The sliding window at the next point after 

using a specific moving step can be extracted from 
two previous definitions as 

 

),(|),(),( 00,0011 yxyxSWyxSW ji
kΔ=  

( ) [ ] [ ]{ })(,,,0,,0|, 212010 khvwuvyux γδδδδ =∈∈++++=
              , (4) 
 
With )(kγ are the arguments at kth moving step. 

 

 
 
• Def 4: (Level of moving step)  
 
 Without loss of generality, we can assume that sizes of 
DEM terrain are power of two. In other cases, some rows 
or columns of specific values can be appended to the 
terrain for this purpose. Then, the level of moving step is 
specified as follow. At level k:  

             )
2

,
2

(),( 00
kk

HWji =           , (5)    

)
2

,
2

(),( 00
kk

HW
hw =  

With ),( 00 HW are sizes of the original DEM terrain. Two 

couple of parameters ),( ji and ),( hw are described in Def 
1 and Def 2.  
 
• Def 5: (Acceptance range of moving steps) 

 
 The acceptance range of moving step is the range 
[ ]max0 , KK  where 0K is the minimal level of moving 
steps that makes all sliding windows in this level be 

Fig. 1 A set of moving steps. 

 

Fig. 2 Two levels of moving steps. 
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quickly displayed by any web browser. maxK is the 
maximal level for a given DEM terrain.  

            )(log 1

4
10 X

x
K =             , (6)  

)min(max nK =  where ),max(2 00 HWn ≥  . 
 
In (6), X is the volume or capacity of the original DEM 
terrain in Megabyte (MB) and x1 is the specific volume of 
the maximal sliding window in this level that can be 
quickly displayed by web browsers and also measured in 
MB. For example, in JSG framework [16], 2.11 =x . 

Here we assume that 0K  is always smaller than maxK . 

Otherwise, re-adjust 0K .  

From now on, we denote ),( 00 yxSW k  as a sliding 
window with the original point (x0, y0) at level k. 
The DEM compression for fast retrieval (DCR) problem 
can be understood as follow. Suppose that we have a DEM 
terrain. Our purpose is to compress it for the reduction of 
terrain data and fast display form a sliding window 

),( 00 yxSW k at a specific level of moving steps 

0Kk ≥ without extracting the whole compressed terrain. 

 
Certainly, these are some factors that should be concerned 
in the DCR problem such as the compressed time, 
compressed ratio and the extracted time. Although the 
compressed ratio is traditionally considers as the most 
important factor among all, however these two left ones 
are regarded as the crucial consideration when running the 
system on Web environment for online processing. In fact, 
the smaller the ratio is, more time is added for 
compression and extraction. Hence, we should put a 
priority for these processing times in the proposed 
algorithm.  
  
3. Related Researches 
 
Boucheron et al [1] [2] presented the first idea of DEM 
Compression for fast and efficient search. In these 
literatures, the authors used some Wavelet transforms such 
as 5/3, 9/7, max and min wavelets to decompose the 

original terrain into sub-bands, such that lower sub-bands 
correspond to higher terrain frequencies and higher 
sub-bands correspond to lower terrain frequencies, where 
most of the image energy is concentrated. And then, 
coefficients are quantified before encoding. After 
quantification, every coefficient can be encoded by SPIHT 
coding [21] which transmits the most important image 
information first. The searching process is fast, however, 
the compression one is reversed due to a lot of 
computation is required in SPIHT and Wavelet transforms. 
The compressed ratio of this method is better than JPEG 
[18]. Nevertheless, the retrieval operation is not similar to 
the one in DCR and this algorithm is lossy. Indeed, no 
further comparison is made as well as utilizing the 
algorithm for our problem is ignored. 
David and Derek [3] showed an algorithm for the lossless 
compression of DEM based on the statistical correlation of 
terrain data in local neighborhoods. Elevation data are 
pre-processed by simple linear prediction algorithms such 
as 3-Point, 8-Point, 12-Point or 24-Point Lagrange. Then, 
the differences between the predictions and the real 
elevations are compressed by Arithmetic Coding. This 
algorithm is simple and obtains fast compressed time. 
Moreover, the compressed files are less than half the size 
of encoded DEM by GZIP. However, the algorithm does 
not support for retrieval process. 
ODETCOM [20] is another method designed for DEM 
compression. It is a predictor model using a causal 
template of size eight (linear predictor). To find a 
compromise for the best set of the coefficients x, the 
authors use an over-determined system of linear equations 
where each equation corresponds to a prediction and 
consists of the eight elevations in the causal template and a 
constant term. However, the compressed time depends on 
the time solving over-determined linear equation systems. 
Therefore, it takes long time in case of large sizes of 
matrix. The compressed ratio is better than JPEG 2000 
[18] (lossless mode) and JPEG-LS [22]. Similar to 
previous method, ODETCOM does not support for 
retrieval process. 
Finally, ODETLAP [27] is the newest DEM compression 
algorithm. This method approximates the original DEM by 
a set of points S (representatives). Then, the ),( yx  
coordinates are compressed using an adaptive run length 
encoding method. The z sequence is compressed using 
linear prediction and then by bzip2. Indeed, the 
compressed time is fast. However, this method is lossy and 
no retrieval process is supported. 
Follow our requirements in the Section 2, the proposed 
algorithm should give fast compressed and extracted times. 
Therefore, an amelioration of David and Derek method [3] 
for the DCR problem is the most suitable solution in this 
case. 
  
 

Fig. 3 The DCR problem. 
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4. DCR Scheme  
 
4.1 General Description 
 

 
 The DCR Scheme acts through the following 
processes (Fig. 4) 
• Client selects a specific DEM terrain in local machine. 
• This terrain is compressed by the DCA algorithm and 

divided into some small compressed sliding windows. 
• These compressed data are transferred to Server. 
• When Client requests a sliding window, this task is 

put into the DRA algorithm. 
• Depending on which level that being viewed by Client 

(basic/ others), the DRA will select an appropriate 
extracted method and return that sliding window. 

• The process is repeatedly performed for other requests 
of sliding windows in any level of moving steps. 

 
4.2 The DCA algorithm 
 
 This algorithm runs in Client’s side and is dedicated to 
the compression of a DEM terrain with sizes ),( 00 HW  
(Fig. 5, Fig. 6). 
 
Step 1: Find ),max( 00 HWM =  
 
Step 2: Calculate the smallest n that satisfies 
 

Mn ≥2  for Nn∈    (7) 
 
Then, sizes of the standard DEM in equivalent to the 
inputted DEM terrain are nn 22 × . 
 
Step 3: Specify the acceptance range of moving steps 
[ ]max0 , KK from the inputted DEM terrain. 
 
Step 4: Choose some specific levels in this range. For 
example 

;101 += KK  ;302 += KK   )3( 0max +≥ KK  

 

 
 
Step 5: Divide the inputted DEM terrain into some sliding 
windows following by the smallest level K1 and the sizes of 
the standard DEM. 
 
a. maxKT =  
b. From current blocks, start dividing them for level 

1max +−TK  

  b1. If the width of current block is larger than 12 −T  then 
divide it into 2 parts: ]2,1[ 1−T  and ],2[ 0

1 WT −   

  b2. If the height of current block is larger than 12 −T  then 
divide it into 2 parts: ]2,1[ 1−T  and ],2[ 0

1 HT −  

c. 1−= TT  
d. Repeat from Step 5b to 5c until 11max +−< KKT  

e. Count the total blocks in level 1K  and other levels selected in 
Step 4. Make a small picture for each level 

 

Fig. 5 The DCA algorithm 

Fig. 6 A DEM terrain with )5,7(),( 00 =HW .  

Fig. 4 The DCR scheme 
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Step 6: Number all sliding windows at level 1K  
 
so = 0 
Mark (level k, cell x, cell y) 
  If k = 1 then  
     If (block (x, y) exists) then ID(x, y) = so++;   
     If (block (x, y+1) exists) then ID(x, y+1)= so++;  
     If (block (x+1, y) exists) then ID(x+1, y)= so++;  
     If (block (x+1, y+1) exists) then ID(x+1, y+1)=so++;   
  Else 
     Mark (k - 1,x, y) 
     Mark (k - 1,x, y + 2k-1) 
     Mark (k - 1,x + 2k-1, y) 
     Mark (k - 1,x + 2k-1, y + 2k-1) 
  End if 
End Procedure 
 
Ex: Mark (2, 1, 1). 
 

 
Step 7: Find a representative for each sliding window.  
 

{ );,()','(|)','(),( 11
ii

K
ii

K
SWi yxSWyxyxVLyxRR ∈==

         }min
2

)','( minmax →
+

−
VLVL

yxVL  

                             [ ]`14,1 Ki∈    , (8) 
Where )','( yxVL is the elevation value at cell )','( yx , 

maxVL  and minVL  are the maximal and minimal 
elevation values, respectively, in the sliding 
window ),(1

ii
K yxSWi = , ),( ii yx is the original 

point. 
Ex: 181 =R , 212 =R . 

Step 8: Find median eR  in the sequence 

[ ]{ }`14,1| K
i iR ∈  

Ex: 21=eR  
 
Step 9: Use the David and Derek method [3] with 1-point 
Lagrange for all sliding windows. A minor change applied 
in this algorithm is the using of the representative of each 
sliding window as the template point instead of the 
leftmost, bottommost point. Moreover, the coding 
algorithm for the Corrections is Arithmetic coding instead 
of using the compression software GZip in [3]. The whole 
process is paralleled computed following by the number of 
processors or threads in Client. Outputs of this step are 
compressed sliding windows and positions of 
representatives in sliding windows (Fig. 9). 
 

 

 

Fig. 9 Modified David and Derek method.  

Fig. 10 Representative Compression.  

Fig. 8 Numbered sliding windows.  

Fig. 7 Sliding windows at level 2.  
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Step 10: Do similar operations for the matrix of 
representatives with the template point eR (Fig. 10) and 
two other matrices of positions of representatives in 
sliding windows. We will get the Additional Information 
including a compressed representative, an extracted 
key eR , positions of eR in the matrix of representatives 

( eRPos _ ), compressed positions, and two extracted 

positions ( xPos _ , yPos _ ). 
  
Step 11: Transfer these data to Server. Depending on the 
number of processors in the system (np), Server will split 
these data into all nodes. Except Master node containing 
the Additional Information, the other nodes store some 
compressed sliding windows described in the formulae 
below. 

          
np
KpNo

2
1_ =              , (9) 

npKmains %Re 2
1=  

Where pNo _ is the number of compressed sliding 
windows in each node. mainsRe is the number of extra 
compressed sliding windows that some first nodes have to 
undertake.  
 
The DCA algorithm stops when the compressed data are 
totally transferred to Server. 
 
4.3 The DRA algorithm 
  
 The DRA algorithm is used to extract some 
compressed sliding windows following by the selected 
levels in Step 4 of DCA algorithm. Hence, these are two 
different extracted methods in equivalent to the level 
(basic/ others). 
 For requests to the basic level K1, some steps are 
carried out as follow (Fig. 11). 

1. Client sends a request of the sliding window SW3 
to Sever. 

2. Server will transfer the Additional Information in 
Master node and the compressed sliding window 
SW3 to Client. 

3. Client uses the Additional Information to 
generate R3. 

4. From the compressed sliding window SW3 and R3 , 
Client outputs the result. 

 
 Similar process is applied for requests to others 
sliding windows. However, Server is not required to 
transfer the Additional Information again because they 
were sent to Client in the previous request. This definitely 
reduces the processing time. 
 

 

 
 For other requests to sub-levels, we perform the 
procedure (Fig. 13). 
 

1. Client sends a request of a sliding window in 
the sub-level, for example SW9 in K2 to the 
server. 

2. Client locates the positions of parent of SW9 in 
basic level K1. 

 
Find_Parent (row, col, noRow, noCol, Size, subSize) 
Begin 
  for i = 0 to noRow - 1 
     if (i * size < row * subSize && row * subSize  
                             <= (i + 1) * size)  
        row0 = i + 1 
     break 
     end if 
  end for 
  for j = 0 to noCol - 1  

Fig. 12 Extraction Sample.  

Fig. 11 The DRA algorithm for basic level K1 
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     if (i * size < col * subSize && col * subSize  
                            <=(i + 1) * size) 
        col0 = j + 1 
        break 
     end if 
  end for 
End 

 
Ex: In Fig. 14, parent of SW7 with (row, col) = (2, 3), 
(noRow, noCol) = (3, 4), and (Size, subSize) = (512, 
256) in level K3 is SW2 in level K2. 

 
 

3. Find the ID of parent in level K1. 
 
FindID (level k, cell x, cell y, ID) 
 If k = 1 then 

  If [ ]12,1 −∈ kx  and [ ]12,1 −∈ ky  then return ID 

  If [ ]12,1 −∈ kx and [ ]kky 2,12 1 +∈ − then return ID+1 

  If [ ]kkx 2,12 1 +∈ − and [ ]12,1 −∈ ky then return ID+2 

  If [ ]kkx 2,12 1 +∈ − and [ ]kky 2,12 1 +∈ − then return  
                                              ID+3 
 Else 

 If [ ]12,1 −∈ kx  and [ ]12,1 −∈ ky  then 
  FindID (k - 1, x, y, ID) 

 If [ ]12,1 −∈ kx  and [ ]kky 2,12 1 +∈ −  then 

  FindID (k - 1, x, 12 −− ky , IDk +−14 ) 

 If [ ]kkx 2,12 1 +∈ −  and [ ]12,1 −∈ ky  then 

  FindID (k - 1, 12 −− kx , y, IDk +−14*2 ) 

 If [ ]kkx 2,12 1 +∈ −  and [ ]kky 2,12 1 +∈ −  then  

  FindID(k-1, 12 −− kx , 12 −− ky , IDk +−14*3 ) 
 End if 
End 

 

 
 
4. If the parent of SW9 is not in Client, get it from 

Server and the Additional Information if 
missing. 

5. Locate the child’s positions from the parent and 
decompose it. Notice that four children of 

),( ji at level k to level k +1 are 
 

)2,12();12,12( jiji −−−  
      )2,2();12,2( jiji −         . (10) 

 
Ex: See Fig. 15. 
The final result is the child being displayed in the 
system.  
 

 
 
5. Evaluation and Simulation Results 
 
Comparing with David and Derek method [3], our method 
obtains the following characteristics. 
 

• Better compressed time: the total compressed 
time of DCA includes the dividing, marking, 
finding medians, and the transform times for all 

Fig. 14 Find parent.  

Fig. 13 The DRA algorithm for other levels.  

Fig. 15 An example of finding child’s position.  
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sliding windows, a representative matrix, and two 
positions matrices. Hence, it is calculated as  

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ −+⎟

⎠
⎞

⎜
⎝
⎛ −++= 1

22
1

2
442 1

0
1
0

1
0

1
1

00 KKK

K
K HHW

l
HWT

        ( ) ( )[ ]122123 111 −+−+ KKK

l
 

  )&()(12 2 DerekDavidTNO
l

≤⎟
⎠
⎞

⎜
⎝
⎛ +≈ , (11)   

Where l  is the number of processors at Client. 
 
• Similar compressed ratio: the David and Derek 

method relies on the statistical correlation 
between points (elevations). Indeed, it is the best 
choice for compressed ratio. However, the only 
limitation of this method is that we must use the 
whole DEM correction for extraction although a 
part of it is required. Thus, our method 
generalizes the above method by focusing on the 
statistical correlation between regions or sliding 
windows. Because there exists at least a region 
whose form is different from each ones. Beside, 
the chosen point in each sliding window is its 
median instead of the leftmost, bottommost point 
(Fig. 16). Therefore, the correction matrix 
certainly contains smaller values than the ones in 
a matrix using the old method. However, we still 
have to calculate three more matrices that are 
representatives and positions. Consequently, the 
compressed ratio of our method with David and 
Derek’s is the same. 

 

 
• Fast display time of sliding windows: in the DRA 

algorithm, only the Additional Information is 

downloaded and extracted once time. Since then, 
other sliding windows have utilized it for 
extraction without downloading again. Thus, the 
display time is getting faster. In general, it is 

equal to 14
1

K  of the extracted time of David 

and Derek method. Moreover, most of works are 
processed in the Client’s side. Therefore, it helps 
accelerating the display time as well as prevents 
Server from falling into overload. 

 
To re-confirm our consideration, we perform some 
simulations. Indeed, we have implemented the DCR 
method in Java programming language and executed it on 
a PC Intel Pentium 4, CPU 2.66GHz, 1GB RAM, 80 GB 
HDD. Tested data are a benchmark set of 24 USGS 
1:250,000 scale DEMs on a 1201 x 1201 grid (see: 
http://dds.cr.usgs.gov/pub/data/DEM/250/). Each DEM is 
the first in each higher level USGS directory (ordered 
alphabetically) for which there is a DEM entry (there are 
no DEMs for X or Y). Summary statistics of these data can 
be found at Ref [3], including the elevation ranges, mean 
elevations, standard deviations, and the entropies or 
information contents of the original data. 

 
The following figures (Fig. 17, Fig. 18) show the 
compressed time, and compressed ratio of our method in 
comparison with the David and Derek method [3]. From 
these results, we can recognize that DCR obtains better 
compressed time than David and Derek, about 70% in 
average. Additionally, the compressed ratio of DCR 
approximates to the one of David and Derek. In some 
cases, our ratios are much better.   
Fig. 19 shows the average display times of sliding 
windows of all DEM terrains with level 31 =K . 
Obviously, these times are really small, about 11% in 
average of the DCR’s compressed times (Fig. 17). The 
higher the level is, the smaller the display times become. 

Fig. 17 Compressed times of two algorithms.  

Fig. 16 The different of two methods.  
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Therefore, we can perform some analysis actions on a 
specific sliding window in short time. 
 

 

 
  
6. Conclusion 
 
In this paper, we have presented a modified version of the 
David and Derek method [3] for the DCR problem. The 
proposed method is based on the concept of sliding 
windows and parallel computation and contains two 
phases: the compression DCA and the extraction DRA. 
Both processes obtain fast processing time, that is, a good 
condition to deploy the method through Web environments. 
The evaluation results in Section 5 have shown that our 
method is better than the David and Derek method and is 
totally proved the suitability for the DCR problem. 
In the future, we will consider further retrieval operations 
such as elevation searching or attribute’s information 
query in compressed conditions. In addition, some 
applications of our method in real situations are also our 
work. 
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