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Summary 
Mobile ad hoc computational grid enables resource sharing 
between mobile nodes in an ad hoc networks for completing 
specific tasks. To maximize utilization of sharing resources in 
such grid, an effective resource allocation algorithm that is 
suitable with the environment, plays a key role. In this paper, we 
investigate the performance of resource allocation scheme EERA 
that has been designed for mobile ad hoc computational grid in 
RPGM and Gauss-Markov node mobility model. We perform the 
simulation in NS2. The result shows that accumulative 
application completion times for the scheme using Gauss-
Markov mobility nodes is  45% up to 350% greater than using 
RPGM model. Increasing the maximum node's speed will 
increase the accumulative application completion times. 
Meanwhile the average end-to-end delay and the number of drop 
packet for Gauss-Markov is lower compare to RPGM in 
maximum speed of 5m/s.  
Key words: 
resource allocation, mobile ad hoc computational grid, node 
mobility. 

1. Introduction 

In recent years, mobile ad hoc computational grid is one of 
challenging research topics. Mobile ad hoc computational 
grid allows collaboration of mobile nodes to build a Grid, 
join existing Grid or contribute in a Grid spontaneously. 
Nodes can be dynamically request and receive a sharing of 
resources in Grid computing, and be active in the services 
offered by other nodes in the Grid. Mobile Ad hoc 
computational grid facilitate autonomous interaction 
without requiring pre-configuration or policy management. 
[1] 
In order to implement mobile ad hoc grid, there are many 
studies to be done. Both in terms of mobile ad hoc 
networks, such as routing protocols, and from the side of 
grid computing such as resource discovery, resource 
allocation, job scheduling and application. 
Resource allocation plays an important role in determining 
performance of the overall grid system. Resource 
allocation algorithm that is suitable for mobile ad hoc 
environment is expected to minimize task completion time. 
The challenge in designing the resource allocation 
algorithm for mobile ad hoc computational grid is 

associated with lack of infrastructure in the network, node 
mobility and limited power of mobile nodes. It is 
necessary to consider nodes mobility model to obtain good 
system performance. This is due to the factor that in 
mobile ad hoc computational grid, a node can join and 
leave the grid dynamically associated with mobility.  
In this paper, we observe the effect of two nodes mobility 
models, i.e RPGM and Gauss Markov in resource 
allocation service in mobile ad hoc computational grid. 
Energy Efficient Resource Allocation (EERA) [2] is the 
sample of resource allocation algorithm for our 
investigation. EERA is a resource allocation algorithm that 
is designed for military application. Besides providing 
energy-efficient environments, EERA proved to give 
application completion time and the average end-to end 
delay that is shorter than distance-based resource 
allocation (DRA) [3] scheme for group mobility model [2].  
This paper is organized as follow. In section II, we 
overview the Mobile Ad Hoc Computational Grid, 
Resource Allocation, Energy-efficient Resource 
Allocation and Mobility Model. Section III describes the 
simulation scenario, parameters and simulation result and 
analysis. Finally, we draw some conclusion and propose 
future work in Section IV. 

2. Background 

2.1 Mobile Ad Hoc Computational Grid 

Grid computing is a system that enable resource sharing 
and problem solving between connected nodes. Based on 
connect and share approach, it provides high performance 
and cost-effective solutions. There are various service that 
can be provided by a grid, from data, information and 
knowledge services to application, storage and 
computational services. A computational grid is usually 
used to solve computationally intensive problems [4].  
Computational Grids are among the first type of Grid 
systems. They were developed due to the need to solve 
problems that require processing a large quantity of 
operations or data. One of the main objectives of the 
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Computational Grid is to benefit from the existence of 
many computational resources through the sharing [5]. 
Mobile ad hoc computational grid is the integration of 
computational grid and mobile ad hoc network that allow 
autonomous mobile devices to form a single, unified 
computing resource without support of any fixed 
infrastructure [6]. 
Mobile ad hoc grid allows nodes to spontaneously form an 
ad hoc network, forming a grid or join an existing grid, 
dynamically contribute to the Grid, and being active in the 
services offered by other nodes in the Grid. Mobile ad hoc 
grid facilitate autonomous interaction without requiring 
pre-configuration or policy management. 
To maximize the utilization of shared computational 
resources in mobile ad hoc grid, an effective resource 
allocation algorithm that is suitable with the environment, 
plays a key role. Resource allocation is concerned with 
allocating the best chosen computational resources for 
requiring tasks. 

2.2 Resource Allocation 

Resource allocation in grid computing system is the 
second phase of job scheduling process. J.M. Schopf [7], 
define the stages in job scheduling to include resource 
discovery, resource allocation (system selection) and job 
execution. In resource allocation phase, the system will 
select a single resource (or one set of resources) from a 
group of possible resources which meet the minimum 
requirements for the task. The selection is generally 
executed through two steps, that is gathering information 
of resources in the system and making a decision. 
Allocating task in appropriate resources can minimize the 
computation time and increase the system performance. 
Resource allocation scheme for mobile ad hoc grid is very 
challenging. It has to find the best resource to fulfill task 
requirement in heterogeneous environment. Moreover, 
resource allocation algorithm should also concern the 
dynamic of the network topology cause by the mobility of 
nodes. 
Presently only a very few schemes of resource allocation 
in mobile ad hoc computational grids have been proposed. 
Some of them have addressed the issues such as node 
mobility, energy management, and task failure. A 
distributed resource allocation scheme based on first come 
first serve strategy has been proposed by Hummel and 
Jelleschitz [8].  Each mobile node is allowed to perform a 
mapping based on job’s requirements. It supports tasks  
redundant execution and employs both proactive and 
reactive fault tolerance mechanism to address task failure.  
To select most suitable node for task execution, Gomes et. 
al in [9] proposed a scheme which utilizes a delayed reply 
mechanism. It also provides load balancing and scalability. 
Node mobility has been addressed in [10] by profiling 

regular movements of a user over the time. The profiling 
records user’s visited locations and associated time 
duration at those locations. A node which stayed longer at 
the location is selected for task execution. The schemes 
which are based on a decentralized architecture as have 
been mentioned before, results in poor allocation decisions 
due to lack of network-wide view. The tasks types and 
dependencies among them are not considered. The 
schemes are targeted towards the load balancing, 
scalability, and fault tolerance rather than application 
performance. Moreover, very few schemes have addressed 
node mobility which is also based on a reactive approach 
that degrades the performance of an application in terms 
of a delay to make a decision. To deal with the precedence 
dependencies Shilve et.al in [11] have proposed a scheme 
based on a static allocation of resources in ad hoc 
computational grids; however, due to static allocation, this 
scheme is not adaptive to network changes and application 
behavior. 
We choose resource allocation scheme energy-efficient 
resource allocation (EERA) in [2] to be evaluated in 
different nodes mobility model due to the fact that EERA 
do not rely on any particular architecture and it address 
task dependencies. 

2.3 Energy-efficient Resource Allocation (EERA) 

One of very few resource allocation algorithm that have 
been proposed for mobile ad hoc grid is energy-efficient 
resource allocation (EERA). One of EERA's advantage is 
efficient in energy consumption. That is because EERA 
classify the tasks based on task type and type of task 
dependency (see Fig 1) and then allocate them to the 
nodes that can be reached with minimum power. 
 

 

Fig. 1.  Classification of task in EERA. 
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The task is define as an indivisible work units. The 
dependencies are divided into two categories: precedence 
dependencies and parallel execution dependencies. The 
tasks with precedence dependencies execute 
independently but require inputs generated by predecessor 
tasks while tasks with parallel execution dependencies 
periodically exchange data one another and 
communication among tasks may take place anytime 
during execution.  
In addition to dependencies, tasks are also divided into 
three categories: computation-bound tasks, local 
communication-bound tasks, and remote communication-
bound tasks. computation-bound tasks exchange small 
quantity of data and have high processor utilization while 
communication-bound tasks exchange large quantity of 
data and have low processor utilization. Among 
communication-bound tasks, local communication-bound 
tasks spend most of the time performing local I/O 
operations while remote communication-bound tasks 
spend most of the time performing remote I/O operations. 
The local I/O operations involve data transfer from/to 
local storage while remote I/O operations involve data 
transfers across the network.  
The purpose of dependencies and tasks classification is to 
exploit them in order to improve utilization of computing 
resources and application performance in resource 
allocation scheme. Every node in EERA runs k-nearest 
neighbor search algorithm to find nodes that are accessible 
in one hop in different transmission power levels. It is 
shown in [2] that EERA gives lower accumulative 
application computation time and average end-to end 
delay compare to distance-based resource allocation 
scheme.. 
EERA is assumed that mobile nodes move in a group and 
it uses group mobility model. However, mobile ad hoc 
computational grid is also expected to be used for other 
applications, so it should be robust to nodes mobility 
model. 
In this research, we investigated EERA's performance on 
its implementationimplementing in different node mobility 
model, i.e reference point group mobility model (RPGM) 
and Gauss Markov (GM) model. This investigation is 
expected to be a baseline in developing a resource 
allocation scheme which can be used in a more general 
application in mobile ad hoc computational grid. 
 

2.4 Mobility Model 

The mobility model is designed to describe the movement 
pattern of mobile user, and how their location, velocity 
and acceleration change over time [12]. It is important to 
include mobility pattern of users because it plays a 
significant role in determining system performance.  

There are many mobility model that can be used. In this 
paper, we only described several models that is widely 
used. A complete survey of the mobility models for ad hoc 
networks can be found in [12].   

2.4.1 Random Waypoint Model 

In this model, as described by its name, the users move 
randomly. The mobile nodes move randomly and freely 
without restrictions. The destination, speed and direction 
are all chosen randomly and independently from other 
nodes. Because of its simplicity and wide availability, this 
model has become a “benchmark” to evaluate the mobile 
ad hoc network routing protocols.  

2.4.2 Random Walk Mobility Model 

This model is a variant of Random Waypoint Model. A 
mobile node moves from its current location to a new 
location by randomly choosing a direction and speed in 
which to travel. The random direction and the random 
speed are chosen from pre-defined ranges [0,2 ] and [Vmin, 
Vmax], respectively. Each movement in the Random Walk 
Mobility Model occurs in either a constant time interval t 
or a constant distance traveled d, at the end of which a 
new direction and speed are calculated. If a mobile node 
which moves according to this model reaches a simulation 
boundary, it “bounces” off the simulation border with an 
angle determined by the incoming direction. The mobile 
node then continues along this new path 

2.4.3 Random Point Group Mobility 

Group mobility is usually used in military battlefield 
communication. In RPGM, the nodes are divided into 
groups. Each group of nodes has a group leader that 
determines the group’s motion behavior. Initially, each 
member of the group is uniformly distributed in the 
neighborhood of the group leader. Every node has a speed 
and direction that is derived by randomly deviating 
slightly from that of the group leader. The speed deviation 
is set according to the speed deviation ratio (SDR) and the 
angle deviation ratio is set according to the angle deviation 
ratio (ADR) as follows: 
 

 
      (1) 

 
      (2) 

In the above expressions, random() refers to a 
uniformly distributed random number between [0,1]. 
RPGM provides high spatial correlation between nodes, 
which leads to high link durations and less change in the 
relative network topology. 
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2.4.4  Gauss Markov Mobility Model 

In this model, the velocity of mobile node is assumed to be 
correlated over time and is modeled as a Gauss-Markov 
stochastic process. It is a temporally dependent mobility 
model where the degree of dependency is determined by 
the memory level parameter α. By tuning this parameter 
various scenarios are obtained: (i) α = 0 then the model is 
memoryless, (ii) α = 1 then the model has strong memory 
and (iii) 0 < α <1 then the model has some memory. 
 
In this research we only use RPGM to prove EERA's 
performance in group mobility model and Gauss Markov 
to gain information on the performance of  resource 
allocation scheme in a more random nodes mobility. 

3. Simulation 

3.1 Simulation Scenario 

The simulation have been carried out using the Network 
Simulator (NS) version 2.34. We assume that the 
transmission range, the maximum possible distance 
between two communication mobile nodes is 250 m. 
In our scenario, the ratio of remote communication-bound 
to local communication and computation-bound task is 2:3, 
and ratio of tasks with parralel execution dependencies to 
task with precedence dependencies is 3:2 
Implementation of EERA is investigated in RPGM and 
Gauss-Markov mobility model that is generated using 
BonnMotion tools [13]. For each model we varied the 
maximum speed of mobile nodes (s) for s = 1m/s and s = 5 
m/s. 
 

 

Fig. 2.  Simulation Scenario. 

3.2 Parameters 

The parameters used in the simulation are given in Table 1. 

Table 1: Simulation Parameters 

Parameter Value 

Range transmission 250 m 
Simulation time 100 s 
Topology 600 x 600 m 
Nodes number 20 
Transmission Power Level 6 
Number of task 10-20-30-40 
Transport Protocol  TCP 
Routing Protocol  Clusterpow 
MAC Protocol  IEEE 802.11 
Packet rate 5 packet/s 
Packet size 512 bytes 
Node mobility Model RPGM & GM 
Maximum speed 1 m/s and 5 m/s 

 
Some parameters evaluated and analyzed based on  the 
simulation are : 
1) accumulative application completion time  
The task completion time consists of two key components: 
execution cost and communication cost. The 
communication cost is a product of average 
communication delay and the number of packets 
transmitted between tasks. The equation to calculate 
accumulative task completion time is decribe as in 
equation (3) – (5) as follow : 
 

    (3) 
    (4) 

    (5) 
 
Where : 
TcompTime = Task completion time  
EC = Execution cost  
CC = Communication cost  
Pn = Number of packets 
Dend−end = Average end-to-end delay 
 
2) average end-to-end delay 
The average end-to-end communication delay refers to the 
time taken for a packet to be transmitted across the 
network from a source to destination.  
 

3.3 Simulation Result and Analysis 

3.3.1 Accumulative Application Completion Time 

Fig. 3, 4, 5 and 6 demonstrate the effect of mobility model 
in resource allocation algorithm for accumulative 
application completion time. 
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Fig.3. Accumulative Application Completion Time of 

EERA using RPGM mobility model. 
 

 

Fig.4. Accumulative Application Completion Time EERA using GM 
mobility model.  

It is shown in Fig. 3 that for RPGM, at maximum speed of 
s=5 m/s, the accumulative application completion time is 
lower than at in s=1 m/s. As mentioned previously, two 
key components which contribute to the task completion 
time are the execution cost and communication cost. Due 
to the fact that communication cost is the product of the 
average end-to-end delay and number of packet 
transmitted among tasks, greater speed will decrease the 
range of mobile nodes time-by-time so it decrease 
propagation delay and also application completion time.  
For Gauss-Markov mobility model, in contrast, greater 
speed will cause higher accumulative application 
completion time (Fig. 4). This is because in Gauss-Markov 
mobility model, greater speed will fastly increase the 

distance between mobile nodes. Automatically, this will 
increase the propagation delays and also the task 
completion times. 
 

 

Fig.5. Accumulative Application Completion Time of EERA using  
RPGM vs GM for s=1m/s 

The comparison of RPGM and Gauss-Markov  mobility 
model for different node with maximum speed are 
depicted in Fig 4 and Fig. 5. It is shown that for both s=1 
m/s and s=5 m/s, accumulative application completion 
time of EERA in GM exceed RPGM. For s=1 m/s, the 
EERA’s AACT in GM is 45% to 350% higher than in 
RPGM and for s=5 m/s is 70% to 140% higher than in 
RPGM. This proved that EERA should be modified for 
application with  more random users mobility pattern.  
 

 

Fig.6. Accumulative Application Completion Time of EERA using 
RPGM vs GM for s=5m/s  
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3.3.2 Average End-to-end Delay 

Fig. 7, 8, 9 and 10 demonstrate  the average end-to-end 
delay in resource allocation algorithm for RPGM and 
Gauss Markov mobility model. 
 

 

Fig.7. Average End-to-end delay of EERA using RPGM mobility. 

 

 

Fig.8. Average End-to-end delay of EERA using  Gauss Markov Mobility. 

 

Fig.9. Average End-to-end delay of EERA using RPGM vs GM mobility 
model for s=1m/s 

 

 

Fig.10. Average End-to-end delay of EERA using RPGM vs GM 
mobility model for s=5m/s 

 
It is shown in Fig. 7 that RPGM results in just slightly 
different average end-to-end delay for different maximum 
mobile node speed. For Gauss-Markov mobility model, in 
Fig. 8, the average end-to-end delay for s=5 m/s is higer 
compared with s=1 m/s.  
Fig. 9 and 10 show the comparison of EERA’s average 
end-to-end delay in RPGM and Gauss-Markov mobility 
model. It is shown that for s=1 m/s the average end-to-end 
delay RPGM is lower than Gauss-Markov (approximately 
10%), but for s=5 m/s, average end-to-end delay of RPGM 
is greater than Gauss-Markov (about 5%). This can be 
explained that the distance between nodes in RPGM is 
relatively “constant” to each other time-to-time. 
Meanwhile greater speed in Gauss-Markov will increase 
the probability of  nodes reaches the minimum distance 
among them.  

3.3.3 Drop Packet 

The effect of RPGM and GM mobility model in EERA for 
the number of drop packet are shown in Fig. 11, 12, 13 
and 14. 
The effect of both mobility model for EERA in the 
number of drop packet is similar to the effect of the 
average end-to-end delay. 
It is shown in Fig. 11 that RPGM results in almost the 
same number of drop packet on different maximum 
mobile node speeds. For Gauss-Markov mobility model, 
Fig. 12 shows that the number of drop packet for s=5 m/s 
is less compared to s=1 m/s. Fig. 13 and 14 show the 
comparison of EERA’s number of drop packet in RPGM 
and Gauss-Markov mobility model. It is shown that for 
s=1 m/s the number of drop packet RPGM is lower than 
Gauss-Markov (approximately 10%), but for s=5 m/s, the 
number of drop packet RPGM is greater than Gauss-
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Markov (approximately 8%). This is due to the same 
reason the average end-to end delay case. 
  

 

Fig.11. Number of Drop Packet of EERA using RPGM mobility. 

 

 

Fig.12. Number of Drop Packet of EERA using Gauss Markov Mobility. 

 

 

Fig.13. Number of Drop Packet of EERA using RPGM vs GM mobility 
for s=1m/s 

 

 

Fig.14. Number of Drop Packet of EERA using RPGM vs GM mobility 
for s=5m/s 

3. Conclusion and Future Works 

The simulation result shows that different node mobility 
pattern will give different performance for resource 
allocation scheme. For more random mobility model such 
as Gauss-Markov model, the accumulative application 
completion time of resource allocation scheme is 45% up 
to 350% greater compare to RPGM. Increasing the 
maximum speed of mobile node will also increase the 
accumulative application completion time because 
increasing speed will increase the rate of increasing 
distance of nodes. Gauss-Markov mobility model provides 
higher average end-to-end delay for s=1 m/s compare to 
RPGM, but lower for s=5 m/s.  
In order to be able to be used in a more general 
environment, a resource allocation scheme has to give 
better performance in random nodes mobility. In the future, 
we plan to modify EERA’s algorithm in order to be able to 
address node mobility pattern. 
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