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Summary 
Low Density Parity Check (LDPC) codes are a special case of 
error correcting codes having high throughput, good decoding 
performance, low implementation complexity, low decoding 
latency, as well as no error floors at high SNR’s. However the 
implementation of the fully parallel LDPC decoder is impeded by 
the complexity of the interconnection network. The Perfect 
Difference Network (PDN) based interconnection schemes have 
been suggested to negotiate many of the interconnection 
problems to accommodate  regular/irregular LDPC codes in a 
network of diameter 2 . When a single node/link failure occurs 
the diameter of the network increases to 3 and thus latency of 
communication increases. In this paper we describe a modified 
version the PDN ,namely 0-free PDN, which does not suffer from 
this problem. The paper contains detailed analysis of an example 
of 0-free PDN and its application to an LDPC decoder.   
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1. Introduction 

Low Density Parity Check (LDPC) codes are a special 
case of error correcting codes that have been recently 
receiving a lot of attention because of their high 
throughput and good decoding performance. Inherent 
parallelism of the message passing decoding algorithm for 
LDPC codes makes them suitable for hardware 
implementation. Also they have low implementation 
complexity, low decoding latency, as well as no error 
floors at high SNR’s. However the implementation of the 
fully parallel LDPC decoder is impeded by the complexity 
of the interconnection network. In [1] Perfect Difference 
Network (PDN) based interconnection schemes have been 
suggested to negotiate many of the interconnect problems 
faced by earlier decoders. Some salient features of the 
PDN based decoders are: 

1. The design is independent of LDPC code 
specifications. Decoders are flexible enough to 
accommodate regular/irregular LDPC codes. 

2. The diameter of the interconnection network is 
2.  

3. The network is d-regular with d << total 
number of nodes (processors) in the network. 
This implies that for a given node the set of 
neighbors is small, thus making interconnection 
topology less complex.   

4. All communications among nodes (processors) 
are conflict-free. 

5. Features 2, 3 and 4 keep communication 
latency very low. 

Perfect difference networks are based on the mathematical 
notion of perfect difference sets (PDS). A PDS is a set {s0, 
s1, s2, s3 …sm) of m+1 integers having the property that 
their m2+ m differences si – sj , 0<= i not equal to j <= m, 
are congruent to modulo m2+ m +1, to the integers 
1,2,3…… m2+ m in some order. Singer [2] has given 
explicit construction of PDSs for m a prime or prime 
power using incidence relation between points and lines in 
2-dimensional projective space. There always exists a PDS 
of the form {0, 1, s2, s3 ……… sm) for a given m which is 
called canonical PDS. A Perfect Difference Network is 
constructed using the canonical PDS. There are N = 
m2+m+1 nodes in the network numbered from 0 to N-1. 
Node i is connected to nodes i+/-1 and nodes i+/-sj, 
2<=j<=m and i = 0 to N-1. “+” leads to forward link 
connections and “–“ leads to reverse link connections. 
Some of the properties of PDN are: 

1. The diameter of the network is 2. 
2. One-to-all, all-to-all and personalized 

communications can be executed in 2m time steps 
with nodes having single port facility or in 2 time 
steps with multi port facility. This is proved in 
[3]; 

3. All communications are conflict-free. This is 
proved in [3] 

 
In [4] an LDPC decoder based on the concepts of PDN is 
described. However when a single node/link failure occurs,  
the diameter of the network increases to 3 and thus latency 
of communication increases. In this paper we describe a 



IJCSNS International Journal of Computer Science and Network Security, VOL.11 No.6, June 2011 
 
 

 

99

 

modified version the PDN namely 0-free PDN which does 
not suffer from this problem. The paper contains detailed 
analysis of an example 0-free PDN and its application to 
an LDPC decoder that is essentially a Co-processor 
attached to Central Processing Unit (CPU) with a strategy 
to decode received LDPC code vector in the presence of 
single node/link failure in side the Co-processor.   

   

2. Soft Decoding of LDPC codes 
 
For each received bit x(n), n = 1 to code length N of an 
LDPC received vector, an LDPC decoder excepts as input 
the log–likelihood ratio αn of  probability of possible 
values for x(n) as defined in [5] 
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LDPC codes are represented as bipartite graphs made up 
of two families of nodes, variable nodes and check nodes. 
Variable nodes represent transmitted bits in the code 
including both information and parity bits. Each variable 
node is connected to a sparse set of check nodes through a 
sparse array of edges. Each check node represents a parity 
check constraint on the neighboring variable nodes.  

 
LDPC decoders implement a message passing algorithm 
which specifies the computation of messages and their 
communication between variable nodes and check nodes 
as defined by the edges of the graph. An iteration of LDPC 
decoding consists of a round of message passing from each 
variable node to all its neighboring check nodes, followed 
by another round of message passing from each check 
node to its neighboring variable nodes. Decoding is 
achieved through iterations of message passing with some 
stopping criterion. 

Let H be the m-by-n parity check matrix of an LDPC code 
having ‘n’ variable nodes and ‘m’ check nodes. The set 
v(m)  = {n: Hm, n = 1} defines the variable nodes that are 
neighbors of check node m. Similarly the set μ(n)  = {m: 
Hm, n = 1} defines the check nodes that are neighbors of 
variable node n. Qn, m and Rm, n are computed variable 
node and check node messages. 
 
Message from variable node n to check node m:  
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which have value 1, not including the current bit index m 
 
Message from check node m to variable node n: 
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In order to simplify the hardware for the computation of 
first term in (3), a lookup table is used. The second term is 
computed by applying an ex-or function on the most 
significant bits of the input messages with messages being 
represented as signed magnitude values. Further in the 
paper we focus on the interconnection scheme of the 
decoder and its robustness properties with a view to make 
it tolerant to single link/node failure. We do not delve on 
computational unit 

3. Definition of 0-free PDS and 0-free PDN 
 
A 0-free PDS does not contain 0 as an element. Many 
0-free PDSs can be derived from a canonical PDS {0 1 s1 
s2 s3 …… sm} For example adding 1 to all the elements of 
a canonical PDS yields a canonical 0-free PDS. A perfect 
difference network based on a 0-free PDS is a 0-free PDN. 

The diameter of a network derived by removing one 
link/node from a 0-free PDN remains 2. This property is 
direct consequence of there being at least two 
edge-node-disjoint paths of length 2 between any two 
nodes, including those that are directly linked. Thus for a 
single node node/link failure, a 0-free PDN provides a 
stronger fault tolerance than an ordinary PDN whose 
diameter may increase to 3. 0-free PDN is d-regular graph 
with d = 2m+2.   

As the network grows in size, probability of multiple 
failures increases. However PDNs used for LDPC 
decoding applications are of moderate size and therefore 
we restrict ourselves to single node/link failure. The fault 
diameter of a PDN is no longer greater than 4. Thus when 
multiple faults occur we should tolerate the latency 
introduced because of enhanced diameter which can be up 
to a maximum of 4. 
 
In the following we describe a 0-free PDN with an 
example and give full details of the data communications 
during one-to-all, all-to-all and personalized 
communications. This is with a view to get feel of the 
network design. 
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3.1 Specifications for an example 0-free PDN 
 
For illustration we consider a PDN with the following 
specifications: 

m = p = 3; Number of nodes = m2+m+1 = N = 13; Normal 
PDS = {0 1 3 9}. Fig.1 Shows the PDN for the above case.  

To build a 0-free PDN, we consider the canonical 0-free 
PDS {1 2 4 10}. The 0-free PDN is constructed by 
establishing the following forward and reverse link 
connections 

 
 

Fig. 1  A PDN with Number of Nodes =13 

 
x +/- sj (mod N) for nodes x = 0 to N-1. sj for j = 1to 4 are 
the elements of the PDS. The node degree of the graph of 
PDN is 2m+2 and the graph is 2m+2 regular. 

3.2 Interconnection Network for the 0-free PDN  
 
The interconnection network for the 0-free PDN of the 
example is depicted in Table1. The two neighboring sets 
for each node in the Table are for forward and reverse 
links respectively. Thus the set of neighboring nodes of 
node 0 is {1 2 3 4 9 10 11 12} which is the union of the 
sets {1 2 4 10} and {12 11 9 3} in Table 1. The node 
degree is 2m+2 = 8. We note that neighboring node sets 
for the forward and reverse link connections for the nodes 
1 to N-1 are derived from the sets for the node 0 as: 
 
Forward: 
 {x+1 (mod N) x+2 (mod N) x+4 (mod N) x+10 (mod N)} 

 
Reverse:        
{x+12 (mod N) x+11 (mod N) x+9 (mod N) x+3 (mod N)} 

 
 

3.3 Analysis of one-to-all broadcast in the presence 
of one node/ /link failure 
  
Assume node 4 is the broadcasting node and one of the 
neighboring nodes of node 4 say node 8 has failed. During 
Phase1 node 4 establishes the reverse link connections 
given by eq.(5) 

      4 - sj (mod N)    (5)  

sj  for j = 1to 4 are the elements of the PDS. This means 
node 4 gets connected to the set of nodes {3 2 0 7} during 
Phase1 and sends its data to the nodes contained in the set. 
Thus at the end of Phase1 set of nodes {0 2 3 7} has the 
information from node 4. 

During Phase2, the following forward link connections are 
established as given in eq,(6) 

              i + sj (mod N)   (6) 

i = 0, 2, 3 and 7; sj  for j = 1to 4 are the elements of the 
PDS. This means node 0 gets connected to the set of nodes 
{1 2 4 10} and then transmits node 4 data obtained during 
phase 1 to all the elements of the set. At the same time step 
node 2 gets connected to the set of nodes (3 4 6 12}, node 
3 gets connected to set of nodes {4 5 7 0} and node 7 gets 
connected to set of nodes {8, 9, 11, 4}. All of them then 
transmit node 4 data obtained during phase 1 to the 
elements of the respective sets. The union of these 4 sets 
along with set {3 2 0 7} which was established during 
Phase1 is the set {0 1 2 3 4 5 6 7 8 9 10 11 12}. This 
implies node 4 can complete broadcasting its message in 
two phases. 

 
Table 1: Interconnection Network of 0-free PDN 

Nodes Neighboring Nodes 
0 [{ 1   2   4  10}  { 12  11  9   3 } ] 
1 [{ 2   3   5  11}  { 0  12   10  4 } ] 
2 [ { 3   4   6  12}  {1   0   11  5 } ] 
3 [{ 4   5   7   0 }  { 2   1   12  6 }] 
4 [{ 5   6  8   1 }  {  3   2   0  7 } ] 
5 [{ 6   7  9   2 }  {  4   3   1  8 } ] 
6 [{ 7   8  10  3 }  {  5   4   2  9 } ] 
7 [{ 8   9  11  4 }  {  6   5   3  10}] 
8 [{ 9  10  12  5 }  {  7   6   4  11}] 
9 [{10  11  0  6 }  {  8   7   5  12} ] 
10 [{11  12  1  7 }  {  9   8    6  0 }] 
11 [{12  0   2  8 }  {  10  9   7   1 }] 
12 [{ 0   1   3  9 }  { 11  10  8  2  } ] 

 
 
With a single port communication model where a node can 
send only one message in each time step the total 
broadcast time is 2m+2 time steps. Multi-port 
communication on the other hand leads to 2 time steps. 
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During one to all broadcasting of messages we take note of 
the following observations. 

1. If  there is a connection between a node and 
failed node communication is ineffective 

2. If there is a connection between a node and node 
of message origin (in the present case node 4) the 
communication is ineffective. 

3. If a node receives messages from two different 
nodes it obliges only one of them 

3.4Analysis of All -to- All Broadcasting 
All –to- all broadcasting involves each node sending a 
message to all other nodes in a network; hence, N distinct 
messages must be sent with each one going to N-1 
destinations. But since one node is a failed node in the 
present analysis there are only N-1 distinct messages with 
N-2 distinct destinations for each one of them. Each node 
follows algorithm 1 with single port communication, 
independently. During Phase 1, the broadcast message of a 
node x is sent to all its neighbors x- sj in m+1 steps. This 
action is conflict-free with other nodes because the 
neighbors u- sj and v- sj for distinct nodes u and v are 
distinct. At the end of this phase, each node except the 
ones connected to the failed node would have received 
m+1 broadcast messages from the m+1 neighboring nodes. 
On the other hand if a node is connected to the failed node 
it would have received only m broadcast messages from 
the m active neighboring nodes. In fact m2-1 nodes would 
have received m+1 messages each and m+1 nodes would 
have received m messages each. At the end of Phase 1 
each node would have received m or m+1 broadcast 
messages out of the expected N-2 broadcast messages. In 
the present example set of nodes {12 11 9 3) would have 
received broadcast message from node 0, set of nodes {0 
12 10 4) would have 

received broadcast message from node 1 and so on. In 
general set of nodes {12+x (mod N) 11+x (mod N) 9+x 
(mod N) 3+x (mod N)} would have received broadcast 
message from node x. This relation is because of the cyclic 
property of the network. The complete list of message 
transfer is given in table 2. 

Note: x stands for failed message transfer because of 
node/link failure. 
 
From the list of Table 2 we can prepare the list of 
broadcast messages received by N-1 different nodes at the 
end of Phase 1. This is given in table 3. For example node 
0 receives broadcast messages from set of nodes {1 2 4 
10}, node 1 receives broadcast messages from set of nodes 
{2 3 5 11}. 
 
In general node x receives broadcast messages from set of 
nodes {x+1 (mod N) x+2 (mod (N) x+4 (mod N) x+10 
(mod N)}.It should be noted that the elements of the set 

are all distinct. Refer Table 3. In a PDN with single port 
nodes, Phase 1 is completed in m+1 time steps . 

 

Table2. Phase 1 of transfer of broadcast messages 

Receiving 
Nodes 

Sending 
Node 

(12   11  9   3} 0 
( 0   12  10  4} 1 
( 1    0  11  5} 2 
( 2    1  12  6} 3 
( 3   2   0   7} 4 
( 4   3   1   x} 5 
( 5   4   2   9} 6 
( 6   5   3  10} 7 
( x   x   x   x} 8 
( x   7   5  12} 9 
( 9   x   6   0} 10 
{10  9   7   1} 11 
{11  10  x   2} 12 

 
In Phase 2 each node x establishes the forward link 
connections x+ sj and transmits its own message and the 
messages it received from other nodes during Phase 1 to 
its neighbors. This means node 0 transmits the message set 
{0 1 2 4 10} to the node set {1 2 4 10}, node 1 transmits 
the message set {1 2 3 5 11} to the node set {2 3 5 11} and 
so on. In general node “x” transmits message set {x  x+1 
(mod N)  x+2 (mod N)  x+4 mod N  x+10 mod N} to 
the node set (x+1 mod N)  x+2 (mod N)  x+4 (mod N)  
x+10 (mod N). This transaction is depicted in table 4. 
These transactions are completed in m+1 time steps in a 
PDN with single port facility . Also these transactions are 
conflict-free because the neighbors u + sj and v + sj for 
distinct nodes u and v are distinct. 

Having Table 4 we can prepare list of broadcast messages 
received by each node at the end of Phase 2. This is 
depicted in Table 5. From table 5 we observe that union of 
message sets received by a node is the set {0 1 2 3 4 5 6 7 
9 10 11 12}. 
 

Thus all-to-all transmission is executed in 2 phases 
involving 2(m+1) steps with single port facility for each 
node. It should be noted that the set does not contain 
message 8 obviously because node 8 has failed. 

During all-to-all broadcasting of messages we take note of 
the following observations. 
  

1. If  there is a connection between a node and 
failed node communication is ineffective 

2. If there is a connection between a node and node 
of message origin the communication is 
ineffective. 
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3. If a node receives messages from two different 
nodes it obliges only one of them. 

Table 3. Phase 1 transactions 

Receiving 
Nodes 

Set of Broadcasting 
Node 

0 { 1  2  4  10 } 
1 { 2  3  5  11 } 
2 { 3  4  6  1 2} 
3 { 4  5  7   0 } 
4 { 5  6  x   1 } 
5 { 6  7  9   2 } 
6 { 7  x  10  3 } 
7 { x  9  11  4 } 
8 { x  x  x   x } 
9 {10  11 0   6 } 
10 {11  12  1  7} 
11 {12  0  2   x} 
12 { 0  1  3   9 } 

 
Table 4. Phase2  transactions. 

 
Broadcast Message Set 
 

Set of nodes to 
which Broadcast 
Message Set is 
sent 

{0  1  2  4  10} from node   0 { 1  2  4   10} 
{1  2  3  5  11} from node   1 { 2  3  5   11} 
{2  3  4  6  12} from node   2 { 3  4  6   12} 
{3  4  5  7  0}  from node  3 { 4  5  7    0 }
{4  5  6  x  1 } from node   4 { 5  6  x    1 }
{5  6  7  9  2 } from node   5 {6  7   9    2}
{6  7  x  10  3} from node  6 {7  x   10   3}
{7  x  9  11  4}from node   7 {x  9   11   4}
{x  x  x  x  x}  from node  8 {x   x   x   x}
{9   10  11  0  6}from node  9 {10  11  0   6}
{10  11  12  1  7}from node 10 {11  12  1   7}
{11  12  0   2  x }from node11 {12  0   2   x}
{12   0  1  3  9 } from node 12 {0   1   3   9}

 
Table 5.  Status at the end of phase 2 

Nodes 4 Sets of Broadcast Messages received 
0 [(12  0  1  3  9 } {11  12  0  2  x }  

{ 9  10  11  0  6} { 3  4   5  7  0} ] 
1 [( 0  1   2  4  10} {12  0  1  3  9 } 

(10  11  12  1  7} {  4  5  6  x  1}] 
2 [( 1  2  3  5  11} { 0  1   2  4  10} 

(11  12  0  2  x} { 5  6   7  9   2} ] 
3 [( 2  3  4   6  12} { 1  2  3   5  11} 

(12  0   1  3   9} { 6  7  x  10  3} ] 
4 [( 3  4   5  7  0 } { 2  3  4  6   12} 

{ 0  1   2  4  10} ( 7  x  9  11   4}] 
5 [( 4  5  6  x    1 } { 3  4  5  7  0 } 

{ 1  2  3   5  11}  ( x  9  10 12  5}] 
6 [( 5  6  7  9  2 } { 4  5   6   x  1 } 

{ 2  3  4  6  12} ( 9  10  11  0  6  ] 
7 [( 6  7   x  10  3 } { 5  6  7  9  2 } 

{ 3  4   5   7  0 } ( 10  11 12  1  7}] 
8 [( x  x  x  x  x } {  6  7  x  10  3 }  

{ 4  5   6   8  1 } (11  12  0  2  x} ] 

9 [( x  9  10  12  5 } { 7  8   9  11  4} 
{ 5  6   7  9  2 } ( 12  0   1   3   9}]

10 [( 9  10  11   0  6 } { x  9  10  12  5} 
{ 6   7   x  10  3 } ( 0  1   2  4  10}]

11 [(10  11  12  1  7 } { 9  10  11  0  6 } 
{ 7   x   9  11  4 } ( 1  2   3  5  11}] 

12 [(11  12  0  2   x } {10  11  12  1  7 } 
{ x   9 10  12  5 } (  2  3   4  6  12}]

 

3.5.Personalized Communications 
Analysis similar to the all-to-all communications can also 
be done for personalized communications. It can be shown 
that all transactions can be executed in 2(m+1) steps in the 
presence of single node/link failure.  

Thus the 0-free PDN still has diameter 2 in spite of the fact 
that it has a single node/link failure.  

 
4. LDPC Decoding in the presence of single 
node/link failure 
 
To illustrate our strategy we consider a projective 
geometry based LDPC code as given in [6] with the 
following specifications.This approach has the advantage 
of being quasi cyclic, lends itself to the generic structure 
while ,the other approaches do not provide this generic 
approach(irrespective of regular or irregular LDPC codes)   
The example LDPC code is highly structured. However 
the strategy envisaged can be employed for any LDPC 
codes including irregular LDPC codes. The LDPC decoder 
runs on the 0-free PDN explained in the previous section.  

4.1 Code specifications:   
 
p = 2; s = 3; Code length = (ps)2 + ps+1 = (23)2+22+1 = 73; 
Minimum distance of the code = (ps)+1 = (23)+1 = 9; No 
of variable nodes = No of check nodes = (ps)2 + ps+1  = 
(23)2+22+1  = 73; Each variable node has a set of distinct 
= (23)+1 = 9 neighboring check nodes Each check node 
has a set of distinct (23)+1  = 9 neighboring variable 
nodes. 

From the lines and points incidence relationship of the 
underlying 2-dimensional projective space, we can 
determine the neighbors (associated check nodes) of the 0th 
variable node and they are the elements of the set {0 1 3 7 
15 31 36 54 63}. Then the neighbors (associated check 
nodes) of an arbitrary variable node “x” are given by the 
check node set{x  x+1(mod 73)  x+3(mod 73)  
x+7(mod 73)  x+15(mod 73)  x+31(mod 73)  
x+36(mod 73) x+54(mod 73) x+63(mod 73)} for x = 1to 
72 . Because the code is symmetric, the neighbors 
(associated variable nodes) of 0th check node are given by 
the variable node elements of the set {0 1 3 7 15 31 36 54 
63}.  
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Each node of the 0-free PDN is an arithmetic processor. 
Any given node(processor) is assigned with task of 
processing of a set of variable/check nodes. This is a 
departure from the general design strategy where there are 
distinct processors for variable node and check node 
processing. The assignment is heuristic keeping in mind 
uniform computational and communication load balancing 
among all the processors. The assignment algorithm we 
adopt is cyclic distribution of variable/check nodes on 
processors. This is given by the relation. 

Processor i, for i = 0 to 12 gets the set of variable/check 
nodes j congruent i (mod 13) for j = 0 to 72. The 
assignment is shown in Table 6 

The variable nodes associated with processor 0 are {0 13 
26 39 52 65}. During variable node processing, 0th 
processor updates variable node data(log-likelihood ratio) 
of the nodes {0 13 26 39 42 65}either in 6 sequential steps 
using single variable node processing unit or does it in 
parallel using 6 identical variable node processing units. 
This updation is based on the check node information 
obtained by the variable nodes from their respective check 
node neighbors in the previous iteration step.  
 
After completion of the variable node processing the 
processor 0 constructs a personalized packet containing 
information related to each variable node owned by the 
processor. This information is available as a set of m+1 
packets. The contents of each packet have the structure 
described in Figure 2. The consolidated personalized 
packet formed by node 0 is shown in Table 7.  In Table 7 
there are 6 columns each column having a set of 9 packets 
arranged in rows. The columns represent the packets 
belonging to variable nodes owned by the processor 0. The 
variable node is identified by the first entry in each packet. 
“x” represents the data to be communicated to the 
respective neighboring check node. 
 

Table 6. Variable / Check node updation 
Processors Variable/check nodes 
0 { 0  13  26  39  52  65} 
1 { 1  14  27  40  53  66} 
2 { 2  15  28  41  54  67} 
3 { 3  16  29  42  55  68} 
4 { 4  17  30  43  56  69} 
5 { 5  18  31  44  57  70} 
6 { 6  19  32  45  58  71} 
7 { 7  20  33  46  59  72} 
8 { 8  21  34  47  60  x } 
9 { 9  22  35  48  61  x } 
10 {10  23  36  49  62  x } 
11 {11  24  37  50  63  x } 
12 {12  25  38  51  64  x } 

 
 
 

 
Variable 
 Node 

Owner 
Processor 
for the 
variable 
node 

Neighboring 
Check Node 
 

Destination 
Processor of 
Neighboring 
Check Node 

Data

Fig. 2 Packet Structure 
 
These packets are bundled together to form one 
consolidated personalized packet and sent to the set of 
processors which is the union of the 4th column of packet 
information of all (m+1)*6 packets. Note: 4th column of 
the packet information has destination processor 
information. 
  
Though there are many ways of communicating this 
information, the present strategy is preferred to maintain 
balance in communication load 
 

Table 7.Packets of variable nodes of processor 0 
0  0  0   
0  x 

13  0  13  
0  x 

26  0  26  
0  x 

39  0  39  
0  x 

52  0  52  
0  x 

65  0 65  
0  x 

0  0  1   
1  x 

13  0  14  
1  x 

26  0  27  
1  x 

39  0 40   
1   x 

52 0  53   
1  x 

65 0  66   
1  x 

0  0  3   
3  x 

13  0  16  
3  x 

26  0  29  
3  x 

39  0  42  
3  x 

52  0  55  
3  x 

65 0  68   
3  x 

0  0  7   
7  x 

13  0  20  
7  x 

26  0  33  
7  x 

39  0  46  
7  x 

52  0  59  
7  x 

65 0  72   
7  x 

0  0 15  
2  x 

13  0  28  
2  x 

26  0  41  
2  x 

39  0  54  
2  x 

52  0  67  
2  x 

65 0   7   
7  x 

0  0  31  
5  x 

13  0  44  
5  x 

26  0  57  
5  x 

39  0  70  
5  x 

52  0  10 
10  x 

65 0  23  
10  x 

0  0  36 
10  x 

13  0  49 
10  x 

26  0  62  
10  x 

39 0   2   
2  x 

52  0  15  
2  x 

65 0  28   
2  x 

0  0  54  
2  x 

13  0  67  
2  x 

26 0   7   
7  x 

39 0  20   
7  x 

52 0  33   
7  x 

65 0  46   
7  x 

0  0  63 
11  x 

13 0 3    
3  x 

26  0  16  
3  x 

39 0  29   
3  x 

52  0  42  
3  x 

65 0  55   
3  x 

 
 
Now we describe the functioning of the decoder. 
 
4.1.LDPC Decoder with single node/link failure 
We make the following assumptions: 

1. LDPC Decoder is a Co-processor attached to a 
Central Processing Unit (CPU) whose sole 
function is to decode LDPC data received from 
the CPU. The Co-processor has a set of arithmetic 
processors which can do variable/check node 
processing. The processors are connected by an 
interconnection network which is essentially a 
0-free PDN. Number of processors is equal to 
m2+m+1. m = pt where t is a +ve integer. Each 
processor has its own local memory to store 
check node updates, variable node updates and 
also to cater miscellaneous memory requirements 
during decoder execution. 
 

2. When we say the decoder is fault tolerant, it 
means it can only tolerate single node/link failure 
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in side the Co-processor. It does not deal with the 
failure of the system (CPU) of which it is a part. 
 

3. At a time the decoder can work in one of the 
3-modes: Init mode, Communication mode or 
Computation mode. Computation mode involves 
either check node processing or variable node 
processing depending on the iteration step 
presently being executed. 
 

4. All operations in different modes are synchronous 
and are controlled by the system clock (CPU). 
Though data flow architectures can also be 
considered we leave it for future research.  
 

5. Each node (processor) is having single port 
facility. This means Communication mode 
operations take 2m+2 time steps. Each time step 
depends on the maximum size of the packets 
being transmitted between a node and its 
neighboring nodes. 

 
In the Init mode the CPU examines whether there are any 
node/link failures in the decoder. If node/ link failures are 
greater than 1 the decoder is considered as faulty. Else 
CPU distributes the variable nodes and check nodes on the 
available number of processors using some heuristics say 
cyclic assignment and initiates decoding process. 
 
In the Init mode the nodes of the decoder will be acquiring 
LDPC received data supplied by the CPU. In the 
computation mode, depending on iteration step, either 
variable node processing or check node processing is 
executed. This is done in parallel on all the available 
processors. At the end of Computation mode personalized 
packets are constructed by each processor for dispatching 
to the respective neighboring processors that own 
check/variable nodes.  
In the Communication mode variable/check node 
information will be communicated to the respective 
processors via the 0-free communication network. If any 
failure of node/link is observed information is sent to CPU 
to reinitiate the decoding process which calls for fresh 
assignment of variable/check nodes on the available 
processors if possible. 

5. Conclusion 
The design of an LDPC decoder that has fault tolerance to 
single node/link failure has been demonstrated. This is 
based on a new approach called 0- free PDN which is a 
modified version of existing PDN based on 2-dimensional 
projective geometry. This concept of decoder design has 
applications in the areas of aero-space communications 
which are safety critical. 

Future Scope 

Currently, the single node/link failure has been made fault 
secure .Fault tolerance to multiple node/links failures is 
worth attempting. 
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