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Summary 
An intra prediction method that uses neighbor pixels within 
current picture has been adopted for improving coding efficiency, 
but the intra prediction having a large number of prediction 
modes increases the implementation operation at the encoder 
side. In order to reduce the operation, we first investigate the 
usage distribution of the intra prediction modes according to the 
coded picture characteristics. Then a simplification method of 
the intra prediction modes is proposed. The prediction modes 
that are utilized more than 8% are considered important but the 
others are excluded in the intra prediction operation. The 
exclusion modes are updated on a picture by picture basis after 
the scene change detection. From the simulation results, we can 
verify that approximately 50% reduction is possible in operation 
complexity for the intra prediction through the simplification of 
intra prediction modes without significant losses in picture 
quality. 
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1. Introduction 

The standard of H.264/AVC [1,2] was established by the 
consultation between the VCEG (Video Coding Expert 
Group) of the ITU-T and the MPEG (Moving Picture 
Group) of the ISO/IEC. By using various coding 
algorithms, it is possible to reduce twice a coding bitrate 
in the same picture quality compared to that of the MPEG-
2. The H.264 intra prediction method has been adopted in 
order to remove the spatial redundancy of signals within 
the current picture [3,4]. Also a much extended prediction 
algorithm is now being considered in the part of the high 
efficiency video coding (HEVC) [5], which will be 
established by the joint collaborative team on video coding 
(JCT-VC) of ITU-T and ISO/IEC. 
H.264 supports 4 prediction modes for 16x16 blocks and 9 
prediction modes for 4x4 blocks in the case of coding for a 
macroblock unit. HEVC may support up to much more 
prediction modes [6,7,8]. In the intra prediction process, 
the best matching block can be chosen by calculating and 
comparing the predictions from all of the possible modes. 
Although the intra prediction proposed by the international 
standard represents excellent picture quality, it may cause 
complex calculations and decrease its processing 
efficiency.  
Some specific methods are used to reduce the complexity 
of intra prediction coding, such as a method that reduces 

the candidate of the prediction modes based on the 
correlation between neighboring blocks and the sum of 
absolute transformed difference (SATD) between the 
original block and the intra-predicted block [9], a method 
that presents a fast mode decision algorithm based on local 
edge information [10], and a method that uses jointly both 
spatial and transform domain features of the target block 
[11]. 
However, it is necessary that the simplification should be 
controlled according to the video characteristics and can 
be acceptable of much large number of the prediction 
modes as in HEVC, and can be applied to the different 
intra prediction algorithms. 
For achieving the goal of the simplification of the intra 
prediction, this paper implements the H.264 intra coding 
algorithm and then investigates the usage distribution of 
the intra prediction modes according to the distance of 
intra-coded pictures of various video characteristics. Also, 
by analyzing the usage distribution of the prediction 
modes, this paper determines which modes are frequently 
used and which are rarely used depending on the video 
characteristics. Although the H.264 video coding standard 
has proposed 9 different prediction modes for a block, 
using all of these modes significantly increases the 
complexity of prediction processing. 
Thus, this paper examines the coding efficiency for the 
case that excludes the rarely used modes through 
analyzing the prediction mode characteristics. Then, this 
paper proposes a desirable simplification method for the 
prediction modes according to video characteristics. 
The remainder of this paper consists of five sections. 
Section 2 describes the H.264 intra coding method and 
prediction modes. Section 3 analyzes the usage 
distribution of prediction modes according to the video 
characteristics. Section 4 describes an algorithm that 
simplifies the method of selecting the prediction modes 
according to the video characteristics and then investigates 
the changes in picture quality after simplifying the 
prediction modes. Finally, Section 5 concludes this paper 
and describes future research. 

2. H.264 Intra Prediction 

H.264 uses the methods of predicting intra-coded 
macroblocks to reduce the high amount of bits coded by 
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original input signal itself. For encoding a block or 
macroblock in Intra-coded mode, a prediction block is 
formed based on previously reconstructed blocks. The 
residual signal between the current block and the 
prediction is finally encoded. For the luma samples, the 
prediction block may be formed for each 4 x 4 subblock, 
each 8 x 8 block, or for a 16 x 16 macroblock. One case is 
selected from a total of 9 prediction modes for each 4 x 4 
and 8 x 8 luma blocks; 4 modes for a 16 x 16 luma block; 
and 4 modes for each chroma blocks [4]. 
Fig. 1 shows a 4 x 4 luma block that is to be predicted. For 
the predicted samples [a, b, …, p] for the current block, 
the above and left previously reconstructed samples [A, B, 
…, M] are used according to direction modes. The arrows 
in Fig. 1 indicate the direction of prediction in each mode. 
 

 

Fig. 1 Intra 4 x 4 prediction mode directions (vertical : 0, horizontal : 1, 
DC : 2, diagonal down left : 3, diagonal down right : 4, vertical right : 5, 

horizontal down : 6, vertical left : 7, horizontal up : 8). 

For mode 0 (vertical) and mode 1 (horizontal), the 
predicted samples are formed by extrapolation from upper 
samples [A, B, C, D] and from left samples [I, J, K, L], 
respectively. For mode 2 (DC), all of the predicted 
samples are formed by mean of upper and left samples [A, 
B, C, D, I, J, K, L]. For mode 3 (diagonal down left), 
mode 4 (diagonal down right), mode 5 (vertical right), 
mode 6 (horizontal down), mode 7 (vertical left), and 
mode 8 (horizontal up), the predicted samples are formed 
from a weighted average of the prediction samples from A 
to M. For example, samples a and d are respectively 
predicted by round(I/4 + M/2 + A/4) and round(B/4 + C/2 
+ D/4) in mode 4, also by round(I/2 + J/2) and round(J/4 + 
K/2 + L/4) in mode 8. The encoder may select the 
prediction mode for each block that minimizes the residual 
between the block to be encoded and its prediction. 
For prediction of each 8 x 8 luma block, one mode is 
selected from the 9 modes, similar to the (4x4) intrablock 
prediction. For prediction of all 16 x 16 luma components 
of a macroblock, four modes are available. For mode 0 
(vertical), mode 1 (horizontal), mode 2 (DC), the 
predictions are similar with the cases of 4 x 4 luma block. 
For mode 4 (Plane), a linear plane function is fitted to the 
upper and left samples. 
Each chroma component of a macroblock is predicted 
from chroma samples above and/or to the left that have 
previously been encoded and reconstructed. The chroma 

prediction is defined for three possible block sizes, 8 x 8 
chroma in 4:2:0 format, 8 x 16 chroma in 4:2:2 format, 
and 16 x 16 chroma in 4:4:4 format. The 4 prediction 
modes for all of these cases are very similar to the 16 x 16 
luma prediction modes, except that the order of mode 
numbers is different: mode 0 (DC), mode 1 (horizontal), 
mode 2 (vertical), and mode 3 (plane). 

3. Usage Distribution of Intra Prediction 
Modes 

In order to investigate the usage distribution of the intra 
prediction modes, the videos that show the various 
spatially directional pixels are selected. The coding was 
performed using the JM encoder [12] for a total of 45 
pictures with a bitrate of 1Mbps as a baseline profile in 
which 352 pixels for the horizontal direction and 288 
pixels for the vertical direction were used for each video. 

3.1 Usage Frequency of Prediction Modes According 
to the Intra-Coded Picture Distance 

The intra-coded picture (I-picture) is periodically inserted 
for the random access within video sequence. Normally 
the I-picture distance is not more than 15 by considering 
the coding efficiency and random access. An I-picture 
distance was chosen less than 15 to investigate the usage 
distribution of the prediction modes. The usage frequency 
of the prediction modes according to the I-picture distance 
was obtained using all of 9 modes for each 4x4 luma block. 
Table 1 shows the simulation results of the prediction 
modes for the Bus video. In the case of I-period 14, it 
means that 14 pictures are coded by temporally prediction 
between both neighbored I-pictures. Average value of 
usage frequency of each prediction mode is not largely 
distributed differently according to the I-picture distance. 

Table 1: Average usage frequency of prediction modes for Bus video 
I-period mode0 mode1 mode2 mode3 mode4 mode5 mode6 mode7 mode8

2 1705 1487 1514 259 267 254 267 247 336
3 1789 1537 1621 221 230 217 228 209 284
4 1726 1507 1643 232 243 229 241 222 293
5 1707 1544 1349 267 283 278 290 262 356
6 1704 1576 1216 281 308 291 303 281 376
7 1729 1558 1107 300 323 292 325 292 410
8 1709 1607 1003 303 332 323 336 311 412
9 1711 1586 905 304 359 338 366 319 448
10 1712 1621 888 314 362 319 346 328 446
11 1709 1624 899 318 349 326 344 314 453
12 1651 1657 849 319 361 353 353 346 447
13 1711 1602 841 341 373 335 360 322 451
14 1689 1628 828 325 372 342 359 329 464

 
As shown in Table 1, the prediction modes 0, 1, and 2 
were used most frequently for all of I-periods. We can also 
see that the usage frequency of the prediction mode is 
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distributed without large dependence of the I-picture 
distance in the same video sequence. 

 

3.2 Usage Distribution of Prediction Modes 
According to Video Characteristics 

Table 2 shows the frequency of the prediction modes 
according to video characteristics. 
 

Table 2: Usage frequency (%) of prediction modes in video 
characteristics 

video/mode 0 1 2 3 4 5 6 7 8 

Bus 26 25 18 5 5 5 5 5 7 

Flower 14 11 43 5 4 4 6 4 9 

Foreman 16 15 31 4 12 5 6 3 8 

Waterfall 13 15 24 7 10 6 10 5 9 

 
 
Prediction modes 0 and 1 were used extensively in the Bus 
video. The other three videos showed a high frequency in 
the use of prediction mode 2, that uses average values. In 
particular, the Flower video applied the average values 
(DC) more than the other videos because it showed an 
even distribution in similar colors while there were no 
particular moving objects in video. However, the Foreman 
and Waterfall videos showed large movements in the 
center area with little movement in the background, 
resulting in a more even distribution among prediction 
modes 0, 1, and 2. In all of the test video sequences, 
prediction modes 3, 5, and 7 were used less than 8% of the 
time. 
As a result, although there were some differences in the 
use of the prediction modes, modes 0, 1, and 2 showed the 
highest usage frequencies for intra prediction. About half 
of all prediction modes showed less than 8% usage 
regardless of their video characteristics. This implies that 
the method of selecting the prediction modes could be 
simplified. 

 

4. Simplification Method of Intra Prediction 
Modes and Simulation Results 

From the previous analysis, it was recognized that the 
prediction modes were different according to the video 
characteristics. Thus, this paper proposes a simplification 
method for the intra prediction. The proposed algorithm is 
described in Fig. 2.  

  

Fig. 2 Proposed algorithm for the simplification of intra prediction modes 

Initial picture is applied by all of modes for the intra 
prediction. Then the usage distribution for each mode is 
calculated and small frequently modes are excluded for 
applying next picture. However, because the video can 
show a significant change in its characteristics after scene 
change, a detection method of scene change is used. 
Various methods for the scene change detection have been 
conducted. This paper adopts the method [13] that detects 
the scene change by considering the motion vector in 
coded bit streams and the characteristics in a discrete 
cosine transform region in order to perform a simple 
implementation. In the case of the decision of scene 
change, all of prediction modes are applied and then small 
frequently modes are reselected to exclude the prediction 
modes for applying to the next pictures. For convenience, 
the prediction mode will be excluded if it was used less 
than 8%. 

For the simulation, a total of 180 pictures were used as a 
merged video sequence which composes of four different 
types of 45 pictures within Bus, Flower, Foreman, and 
Waterfall videos. The coding was performed using the JM 
encoder with a baseline profile of 1Mbps on the 352x288 
resolution video sequence. Each picture has a total of 6336 
4x4 luma blocks. Table 3 shows the results of comparing 
the objective picture quality, the PSNR (Peak Signal to 
Noise Ratio) values for the reconstructed video with and 
without the simplification method proposed in this paper. 
Based on these results, excluding the prediction modes 
which used less than 8% of the time showed a very small 
effect on the reconstruction fidelity, less than 0.1dB in all 
cases compared to the conventional method. In the 
searching operation for the intra prediction, 50% reduction 
was achieved. 
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Table 3: PSNR values after the simplification of prediction modes 
(merged video) 

I-period conventional
method (dB) 

proposed 
method (dB) 

14 37.021 36.934 
13 36.933 36.823 
12 36.783 36.702 
11 36.648 36.576 
10 36.456 36.383 
9 36.253 36.156 
8 35.532 35.439 
7 34.808 34.709 
6 34.096 34.013 
5 33.425 33.335 
4 31.488 31.406 
3 30.904 30.811 

 

In the Bus video within the merged sequence, six 
prediction modes 3 to 8 were excluded by using the 
proposed method. It is possible to implement a 
simplification prediction process that reduces a 66% in the 
search operations, due to the exclusion of such 6 modes 
from all of 9 prediction modes. Also, in the case of the 
Flower video, the simplification was achieved by 55% 
through excluding 5 prediction modes, modes 3 to 7. In 
the case of the Foreman video, the simplification was 
achieved by 44% through excluding 4 prediction modes, 
modes 3, 5, 6, and 7. In addition, in the case of the 
Waterfall video, the simplification was achieved by 33% 
through excluding the prediction modes 3, 5, and 7. It can 
be considered that it is possible to achieve the 
simplification of the calculation in the prediction modes, 
minimum 33% to maximum 66%, by applying the 
exclusion prediction modes, which is used less than 8% of 
the time, to the next intra prediction. 

5. Conclusion 

This paper demonstrates that it is possible to simplify the 
calculation of the intra prediction modes. Those modes 
with frequency below 8% are neglected when predicting 
of the next intra coded picture. This processing is adaptive 
to the content of the video, and results in a reduction in the 
computational complexity of the prediction process by 
approximately 50%. This simplification of processing 
does not have a significant impact on the picture quality. 
This would significantly reduce the coding delay enabling 
the real-time continuous transmission or streaming of 
videos through a network. Therefore, it is expected that 
this simplification which reduces the complexity of the 
intra coding in the encoder side will be applied to HEVC 

[5-8] and various applications for region of interest [14-
19]. 
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