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Summary 
Since each node in the heterogeneous network has a various 
device and connection capabilities, the hierarchical architecture 
is a suitable structured P2P architecture for this kind of network, 
where the more stable nodes (super nodes) acts as a gateway for 
other less stable nodes (normal nodes). While structured peer-to-
peer (P2P) has benefits of its scalability and capability in 
performing a successful query lookup, its stability is suffered 
from the dynamics of networks that form the P2P overlay. The 
dynamics of network, called churn, is affected by the nodes 
joining and leaving continuously in the network. Previous works 
on the analysis of impact of churn in structured P2P have not yet 
distinguished the impacts of nodes join events and of nodes leave 
events. In this paper we investigate the effect of churn to the 
performance of Chord protocol by observing the different impact 
caused by nodes join events and nodes leave events. 
Distinguising the impacts of nodes join events and nodes leave 
events is an important point in maintaining the stability of Chord 
overlay that implement hierarchical architecture. In the previous 
approach, when a super node (which is a member of Chord ring) 
experiences a failure, the normal nodes should perform 
individual rejoin. From the experiments we found that the 
increasing of node join events lead to a significant increasing of 
the successful lookup latency and decreasing  of successful 
lookup rate, even more significant than the impacts caused by 
nodes leave events. Regarding to these results, the individual 
rejoin, as commonly implemented in current Chord-based 
hierarchical P2P, will suffer the overlay stability. In addition, we 
also note that in order to hold the relative-stable performance, 
nodes leave events produce higher traffic load than nodes join 
events.  
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1. Introduction 

Peer-to-peer (P2P) network is a distributed system that has 
benefits in scalability and resources/services efficiency. In 
the context of resource efficiency, P2P network offer a 
concept of resources/services sharing, to reduce the 
services availability dependency to the central node 
(server) that leads to single node failure. The increasing of 
resources efficiency is reached by optimization of the 
capability of each participant node. Currently, P2P system 
has been implemented in Internet applications, but it is 
potential to implement P2P in an ubiquitous computing 

that has independencies and inter-entity collaboration 
characteristics.  
One of the popular P2P implementation is data/file sharing 
applications. In an enterprise organization, it is common to 
use an integrated information that come from various 
database reside in servers owned by other institutions in 
different area. Some applications that suitable to 
implement P2P network are e-health services, traffic 
management system and food/commodity management 
system. 
In a P2P network, the implemented resources/services 
query algorithm is dependent on the implemented overlay 
architecture. Two types of P2P architectures are 
unstructured and structured [1]. The unstructured 
architecture includes the centralized type like Napster [2], 
fully distributed (e.g.  Gnutella [3]) and the hybrid 
architecture (Kazaa [4]). Although the unstructured P2P 
has benefits on simplicity and stability, the most common 
problem of the unstructured P2P is the high traffic load as 
the impact of its flooding search method.  
The new generation of P2P is structured architecture, as 
implemented in CAN [5], Chord [6], Pastry [7], and 
Tapestry [8]. It was designed to address the efficiency and 
scalability problems in unstructured architecture. To 
maintain the structured overlay, the system retrieve the 
entry of a Hash table to lookup the querying 
services/resources. To distribute the index information of 
the shared objects/services to other peers, the system used 
a distributed hash table (DHT). However structured P2P is 
suffered from the dynamics of peers, which is a natural 
characteristic of heterogeneous network. This paper 
focused on Chord which has the best scalability in the 
structured P2P architecture with the maximum nodes to 
retrieve and hash table size  are O(log n) for an overlay 
network build by n peers. 
Chord implements consistent hashing to define an 
identifier of a node and the object key of the shared 
objects/services. The identifier of a node is obtained from 
the hash value of the node identifier (such as SHA-1) and 
the key identifier is obtained from the object identity (such 
as file’s name). The identifier is ordered in a modulo 2m 
ring size, for m-bit identifier.  The key k is assigned to the 
first node that has the same value or follows the identifier 
k in the identifier space. This node is the successor node 
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of key k, called successor(k). Suppose the identifiers are 
represented in a ring with the number of 0 to 2m-1, then 
the successor(k) is the first node (succeed k) in the 
clockwise direction. Each node has a finger table (with 
maximum entry m) and a successor list. When a node 
sends a query, a receiving node performs a lookup in its 
finger table to find the suitable finger i entry. The query 
will be forwarded to the node s which is the successor of i 
that responsible to the queried object. Then node s sends 
the queried node address direct to the requester node, so 
the requester node is able to contact the owner of the 
queried  

2. Nodes Join and Leave Mechanism 

Fig 1. shows the steps when a node n joins the system at a 
position between p and s. It will contact the node s and 
tells s that currently s is its successor (Fig.1.a). Node s 
then updates its predecessor entry to point to new joining 
node n to replace the former node p (Fig.1.b). This 
mechanism will not give node p information about the 
node n as its new successor automatically. Each node in 
the Chord ring performs stabilization periodically by 
sending a message to its successor nodes ( node also p 
sends  a message to node s). The successor node responses 
by sending message contain the information of its current 
predecessor.  By receiving this response, node p knew that 
the message contains identity of node n (not p), then p 
should replace its successor node to n. The last step in this 
stabilization mechanism is the node p sends a message to 
no n, telling that n now is its successor, then node n should 
point its predecessor pointer to p (Fig.1.c). 
When a node leave the system according to the volunteer 
leaving or to any disconnection problem (node failure), 
the system does not perform any related stabilization 
mechanism. While in the voluntary one, the leaving node 
transfer its shared-object information first to its successor 
node before leaving, it does not happen in node failure 
event. The fundamental things in a P2P networks is the 
ability to maintain its overlay due to the occurrences of 
churn. Churn is a dynamic condition of P2P network when 
a node joins or leaving the system concurrently.                                

3. Churn Impacts Analysis  

Some previous research in the interest area of impacts of 
churn to the P2P network performance were taking a view 
from the common DHT performance [9-11],  and some 
were focused on Chord [12]. But to our best of knowledge, 
none of them explicitly distinguished between the impacts 
of churn affected by nodes join and those by nodes 
leave/failure. 
This paper present an analysis of impacts of churn based 
on the nodes join and leave. To our opinion, this 

distinguished analysis is needed to identify the impacts 
clearly, since in the heterogeneous networks the 
connection capabilities of nodes are various. By 
understanding which event is more influence to the system, 
we can develop the algorithm addressing these problems 
effectively. In a hierarchical P2P architecture, the failure 
of a super node (gateway) has a domino effects to the 
normal nodes under its responsibility. Then it is important 
to develop an algorithm to handle these nodes in 
performing rejoin process to the system in a minimum 
cost. 

 

Fig. 1 Node joins mechanism 

There are two factors that impact the system stability : 
internal and external factors. The internal factors are 
controllable factors, means that we can provide an optimal 
value to that kind of parameters when developing an 
algorithm to maintain the protocol performance. Two 
internal factors in Chord are the size of finger table and 
successor list. As the opposite, the occurrences of the 
external factors are based on users’ behavior and are not 
fully controllable. These are common due to the 
dynamism of the heterogeneous networks, as the 
consequences of the node join/leave concurrently (churn). 
The only way to handle these events is performing 
anticipations to reduce the impacts to minimize the system 
performance degradation. Churn is an external factor that 
impact to Chord ring size and stabilization, as well as 
lookup latency. The lookup latency is a period of a 
requester node to get the response of the query lookup 
(notes : the path length/the amount of node to visit to 
perform lookup query follows O(log n)). The other 
external factors that impact the performance of the system 
are nodes join/leave and lookup query frequency in a unit 
time. The first term refers to churn rate and the second is 
lookup rate. The higher the both factors lead to the higher 
system workload.   

4. Experiments and Analysis  

4.1 Simulation Environtment 

The experiment is performed using Peersim simulator [13], 
a specific software simulator for P2P networking [14].  
The input parameter to be simulated is node join/leave 
frequency (churn rate) for each of three conditions : fixed 
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Chord ring-size, increased Chord ring-size, and decrease 
Chord ring-size. The nodes leaving have the same 
behavior with the nodes failure, which means that the 
leaving node does not provide any announcement nor 
information transfer to rest nodes in the system. All the 
experiments are applied on initial network size 5000 nodes. 
To obtained the results focuse on the impacts of churn rate 
in nodes join and leave events, we hold the the finger table 
size in the fixed value. This also consider that in Chord we 
can apply existing Hash function like SHA-1 that 
implement the 128-bit table entry. The output to be 
observed are the system performances which are consist of 
lookup latency and success rate ratio, as well as the 
network traffic loads which reflected in number of 
stabilization traffics per lookup query. The lookup latency 
is time consumed to perform a successful lookup query, 
while the success rate ratio is the ratio between the 
successful lookup query and total  lookup query. The 
stabilization traffic load is amount of stabilize messages 
that must be sent to maintain the system stability during 
the successful lookup query. The main tasks of stabilize 
message is to update the finger table when a new node 
join as a new peer and also to fix the invalid successor list 
due to the node leaving events.  

 

Fig. 1 The latency per successful lookup under various 
churn rate in fixed ring size 

4.2 Result Analysis 

For the basic experiment we first set the nodes leaving and 
joining the overlay concurrently in the same number. 
Since the leaving nodes are replaced by the same number 
of joining nodes then the ring size is remained the same. 
The system workload is raised up along with the 
increasing of the number of churn events (churn rate). 
This naturally will impact to the longer time needed to 
complete a lookup query (lookup latency)  as shown in 
Fig.2. The domino effect is the system’s performance 
degradation in completing a lookup query request 
(successful lookup rate). Fig.3 shows the performance of 

Chord in completing lookup query requests under various 
churn rate in a fixed ring size. 

 

Fig. 2 The successful lookup ratio under various churn 
rate 

  

Fig. 3 The successful lookup ratio under various churn 
rate in a fixed ring size 

This condition also produces the higher traffic load, due to 
the stabilization that must be performed to maintain the 
Chord ring structure by sending a probing message to 
ensure that the successor node is valid. When a query 
lookup is performed, and a wrong node’s successor is 
found, then a stabilization mechanism must be performed 
first. Fig. 4 shows that the stabilization message that must 
be sent for each lookup query is increased as affected by 
the increasing of the amount of churn events.  

Using formula (1) the calculation provides the correlation 
coefficient more than 0.99, means that the lookup latency 
has strong-positive correlation with traffic load [15]. 

                      (1) 
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where:  X is set of lookup latency and  
Y is set of traffic stabilization.  

As the aim of the research is to investigate the impacts of 
nodes join/leave events to the Chord performance, the 
following experiments are designed in a distinguished the 
two categories. The first category is the performance and 
traffic load caused by churn when there are only nodes 
join events and the second is those in a churn when there 
are only nodes leave events. 

 

Fig. 4 The comparison of latency per successful lookup 
between node join events and nodes leave events  

The increasing of churn leads to the more significant 
impacts to the nodes join condition than to the nodes 
leaving condition. In Fig. 5 we can see that the successful 
lookup latency achievement is relative stable in the node 
leaving events, while the contrast is in the node join 
events. The nodes join event is sensitive to the increasing 
of the nodes join rate. In our opinion this due to the longer 
steps that should be performed when a node joins to the 
ring, as described in Section 2. This condition suffers the 
system stability and lead to the performance degradation 
in its abilllity to complete the lookup query request 
succesfully (see Fig.6).  

 

Fig. 5 The comparison of ratio of  successful lookup 
between node join events and nodes leave events 

The separate experiments of nodes join and leave events 
have investigated a more detailed behaviour in the context 
of traffic loads produced by both events. From Fig.7 we 
can see that the stable successful ratio in node leaving 
event is at a cost of higher stabilization effort it should be 
performed. The  load traffics produced per lookup query 
in node leave event is increased significantly while the 
leave rate is increased. In other words, when a system has 
a condition that node leave events is higher than node join 
events, than the system should performed more effort to 
stabilize the overlay. To our opinion, this fact is a logical 
consequencies, since the nodes leave the overlay without 
any confirmation to the rest nodes. This condition caused 
the not uptodate of the finger table. Since to be able to 
perform a lookup query successfully the lookup process 
need a valid finger table, the the fix finger process should 
be performed first each time the invalid finger table entry 
is found. These effort are less in nodes join events, since 
each time a new node joins the Chord ring, the finger table 
and succesor list is updated.  

 
Fig. 6 The comparison of stabilization traffic load per  
successful lookup between node join events and nodes 

leave events 

5. Conclusions and Future Works 

From the experiments results we conclude that the 
performance of node join events in the increasing of churn 
rate is more sensitive than in the increasing of  node leave 
events. To our opinion, this is an important point in 
developing hierarchical P2P protocol. The hierarchical 
P2P is suitable to the heterogeneous network which is the 
nodes capability are various. In this context, the super peer 
is a node that became a member of Chord ring due to the 
higher capability it has than the normal node has. Since 
the normal nodes involved to the system through the super 
peer node, then the failure of a superperer will lead the 
normal nodes to the unconnected from the system 
condition. For this reason, the way how the normal nodes 
perform rejoin mechanism is an important thing in to not 
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suffering the performance of the network. If a large 
amount of disconnected normal nodes rejoin to the Chord 
ring individually, then the performance of the system will 
degrade significantly. The close agenda of our future 
research is developing a normal node rejoin mechanism 
that addresses these problems while keeping the message 
size and frequency in moderate level.  
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