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Summary 
Relational clustering is an extension of clustering for relational 
data. Fuzzy c-Medoids (FCMdd) based linear fuzzy clustering 
extracts intrinsic local linear substructures from relational data. 
However this linear clustering was affected by noise or outliers 
because of using Euclidean distance. Alternative Fuzzy c-Means 
(AFCM) is an extension of Fuzzy c-means, in which a modified 
distance measure based on the robust M-estimation concept can 
decrease the influence of noise or outliers more than the 
conventional Euclidean distance. In this paper, robust FCMdd-
based linear clustering model is proposed in order to extract 
linear substructure from relational data including outliers, using a 
pseudo-M-estimation procedure with a weight function for the 
modified distance measure in AFCM. 
Key words: 
Fuzzy clustering, Relational data, Robust clustering. 

1. Introduction 

Clustering is an unsupervised classification method for 
extracting intrinsic structure from objects. Fuzzy c-Means 
(FCM) [1] was proposed by Bezdek, which is a fuzzy 
extension of k-means [2]. Relational Fuzzy c-Means 
(RFCM) [3] is an extension of FCM for relational data. 
RFCM can be identified with FCM when mutual relations 
are given by Euclidean distances. In Fuzzy c-Medoids 
(FCMdd) [4], cluster prototypes are chosen from objects 
instead of cluster mean vectors. The representative objects 
are called ‘medoids’. Because its clustering criteria are 
calculated only using mutual distances among objects, the 
clustering algorithm can be seen as a kind of RFCM. 

In linear fuzzy clustering, Fuzzy c-Lines (FCL) [5] and 
Fuzzy c-Varieties [6] were proposed using linear-shape 
prototypes such as lines, planes and linear varieties. 
Because the subspace learning model in each cluster can 
be identified with fuzzy principal component analysis 
(fuzzy PCA) [7], they are often regarded as a kind of local 
principal component analysis (local PCA) [8-10].  

Haga et al. [11] proposed an extended model of FCMdd 
for linear fuzzy clustering of relational data spanning 
linear prototypes, and demonstrated that local features of 
intrinsic linear dependencies in relational data can be 
found in a scheme of multi-cluster-type multi-dimensional 
scaling [12], [13]. 

In using Euclidean distance, clustering results are affected 
by noise or outliers. Alternative Fuzzy c-Means (AFCM) 
using a robust distance measure was proposed by Wu and 
Yang [14], and is not easily influenced by noise. In this 
paper, the FCMdd-based linear clustering model is 
extended to robust linear clustering by applying the 
modified distance measure in AFCM. Experimental results 
are shown to demonstrate the applicability of the proposed 
method in relational data including noise or outliers. 

The remaining parts of this paper are organized as follows: 
Section 2 gives a brief review on various fuzzy clustering 
methods. In Section 3, FCMdd-based linear clustering is 
introduced and applied alternative distance measure in 
AFCM. Several experimental results are shown in Section 
4. Section 5 includes summary conclusions. 

2. Brief Review of Fuzzy Clustering Methods 

2.1 Fuzzy c-Means Clustering 

Let nixx imii ,,1  ,),,( 1  == Τx be m-dimensional 
observations of n samples. In FCM [1], the goal is to 
partition the n samples into C clusters through an iterative 
procedure of prototype and fuzzy membership estimation. 
The objective function of FCM is defined as: 
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where ciu  is the fuzzy membership degree of sample i to 
cluster c, and θ  is the fuzzification parameter. The larger 
the θ , the fuzzier the membership assignment. This 
parameter is recommended to use from 1.5 to 2.0 [1]. ciD  
is the clustering criterion given as the squared Euclidean 
distance between sample ix  and prototype of cluster cb : 

2|||| ciciD bx −= .                    (2) 

The updating rules for membership ciu  and the cluster 
center cb  are derived as: 
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2.2 Relational Fuzzy c-Means and Fuzzy c-Medoids 
Clustering for Relational Data 

Assuming that we have relational data composed of 
mutual relations among samples }{ 2

ijdD = ,  FCM cannot be 
applied to relational data directly. Therefore Relational 
Fuzzy c-Means (RFCM) was proposed and the FCM-type 
objective function is redefined as [3]: 
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where ijd  can be any type of dissimilarity between 
samples i and j, but is assumed to be Euclidean-like one in 
RFCM. The relational clustering model is equivalent to 
FCM with object type data when the mutual relation ijd  is 
given by the Euclidean distance. 

Fuzzy c-Medoids (FCMdd) [4] is a fuzzy extension of k-
Medoids clustering [15], in which prototype of cluster 

cb is not calculated but selected from objects ix  
considering fuzzy memberships. The representative 
objects are called ‘medoids’ and ciD is given by 2

cid  where 

cc xb = . Because of medoids, FCMdd can be identified 
with a kind of RFCM and applied to relational data 
directly. 

2.3 Alternative c-Means Clustering 

Least square models using Euclidean distance are easily 
influenced by noise or outliers. In order to decrease the 
noise sensitivity in c-Means-type clustering, Wu and Yang 
proposed a robust measure [14]: 

)exp(1 2
ci bx −−−= βcid ,                     (6) 

where β  is a weight parameter for tuning the noise 
sensitivity and Wu and Yang recommended to use the 
sample variance. This measure can be regarded as a type 
of robust M-estimator used in maximum likelihood 
estimation. In Alternative Fuzzy c-Means (AFCM), the 

cluster center is updated according to an additional weight 
parameter ciw  as follows: 
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where the typicality weight ciw  is given as: 

)exp( 2
ci bx −−= βciw .                    (8) 

1=ciw for 02 =− ci bx  and ciw  becomes smaller as 
2

ci bx −  is larger.  The minimum value is 0→ciw . By 
decreasing the typicality weight of outliers, robust 
prototypes are estimated. 

2.4 Fuzzy c-Lines Clustering 

Besides point-type prototypes in FCM, Fuzzy c-Lines 
(FCL) [5] extended to linear prototypes defined as: 

( ) { }RttLine ccccc ∈+== ;|, abxxab ,        (9) 

where ca  is the basis vector of the principal sub-space and 

cb  is the centroid, which the linear prototypes pass 
through. The clustering criterion can be calculated as: 

( ) 2T2 |||||| cicciciD bxabx −−−= .             (10) 
The updating rules for membership ciu  and the cluster 
center cb  are also derived according to Eq. (3), (4). The 
basis vectors ca  are the principal eigenvectors of the 
generalized fuzzy scatter matrix: 
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In Fuzzy c-Varieties (FCV) [6], prototypical linear 
varieties spanned by multiple are also derived by solving 
the above eigenvalue problem.  

Honda et al. [16] extended the AFCM clustering model to 
linear fuzzy clustering, which is called Alternative Fuzzy 
c-Lines (AFCL). In AFCL, the robust measure of AFCM 
is applied to linear prototypes and robust linear 
substructures are extracted by minimizing least square 
criterion in an M-estimation-like iterative procedure. 
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3. An Alternative Model of Robust FCMdd-
based Linear Fuzzy Clustering for 
Relational data 

3.1 FCMdd-based Linear Clustering 

Let ijd  be the mutual Euclidean distance such that 

n,,j,i,dd,d,d jiijijii 000 ==≥= .       (12) 

Haga et al. [12] applied FCMdd to linear fuzzy clustering, 
in which two representative medoids are selected in each 
cluster and the prototypical line is defined as: 

( ) ( ){ }RttLine cccccc ∈−+== ;|,
12121

xxxxxxx .      (13) 

The clustering criterion is given as the squared Euclidean 
distance between object i and the prototypical line cLine : 
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With fixed fuzzy memberships ciu , the optimal medoids 
are derived by the following combinatorial optimization 
problem: 
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To reduce the computational cost of the combinatorial 
optimization, the optimal medoid set of ),( 21 cc  can be 
selected from a subset cX  of objects having large 
memberships: 
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where } :{ minMuX ciic >= x . This linear fuzzy clustering 
model was also extended to Plane-like 2-D prototypes 
defined by using three medoids [12]. 

3.2 Application of AFCM Measure to FCMdd-based 
Linear Fuzzy Clustering 

In this paper robust linear fuzzy clustering for relational 
data is proposed by applying the robust measure in AFCM 
to FCMdd-based linear fuzzy clustering.  The goal is to 
extract local intrinsic linear dependencies rejecting noise. 

By extending the least square measure of Eq.(13) into a 
robust one, the clustering criterion for sample i in cluster c 
is rewritten as follows: 
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Medoids of each cluster and fuzzy memberships are 
estimated considering the robust measure. This robust 
measure emphasizes the deviations in local area near 
prototypes but weaken the influences of noise. Then, the 
sample near prototypes can be assigned to a single cluster 
while noise samples have similar distances to all 
prototypes, i.e., noise have relatively small and equal 
memberships to all clusters and medoids are selected 
rejecting the influences of noise. 

The responsibility of each sample in estimating the cluster 
prototype cLine  is estimated by the typicality weight ciw  
in a similar manner to AFCM as follows: 
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which is only used in regarding points as outliers because 
prototypes are not calculated but selected in FCMdd-type 
clustering.  

A sample procedure is summarized as follows: 

Step 1 Set β . Randomly initialize the prototypical 
medoids (two representative objects) of each cluster. 

Step 2 Calculate clustering criteria ciD  according to 
Eq.(17). 

Step 3 Update fuzzy memberships by Eq.(3) using robust 
measure of Eq.(17). 

Step 4 Search medoids in each cluster based on Eq.(15) 
or Eq.(16) using robust measure of Eq.(17). 

Step 5 Repeat Steps 2-5 until a certain stop criterion is 
satisfied. 

4. Numerical Experiments 

In this section, three experimental results are shown in 
order to demonstrate the characteristic features of the 
proposed approach. First experiment compares the 
proposed approach with the conventional one using 
artificial data. Second experiment inspects the influence of 
noise for the various value of β in proposed method. The 
last is applied to relational data of real world data to 
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demonstrate the applicability of alternative distance 
measure. 

4.1 Comparison of Proposed and Conventional 
Approaches using Artificial Data Set 

The first numerical experiment was performed using an 
artificially generated relational data set. The relational data 
set composed of 80 objects including outliers was 
generated from a 2-D data set, in which objects form two 
line-shape clusters shown in Fig. 1. A 8080× relational 
matrix was constructed by calculating mutual Euclidean 
distances among objects and the FCMdd-based linear 
clustering models were applied to this relational matrix. 
The iterative algorithm was performed until the medoids 
become unchanged and the model parameters were set as 

)2,2(),( =θC . In order to emphasize the characteristics of 
the algorithm, the initial memberships were given in a 
supervised manner, i.e., )1.0,9.0(),(

21
=cc uu for the first 

visual cluster and )9.0,1.0(),(
21
=cc uu for the second one.       

The noise sensitivity weight β was given as 7.0=β  that is 
almost equal to the sample variance.  

Figure.2 compares the clustering results of the proposed 
approach with that of the conventional FCMdd-based 
linear clustering model, where clustering results are 
depicted in the original 2-D data space. Objects were 
partitioned into two clusters of circles and times, and 
bigger black circles indicate cluster medoids. Smaller 
black circles are outliers whose typicality weights ciw  
were smaller than 0.8 for both clusters.  

The conventional method using Euclidean distance 
measure failed to extract linear substructure from noisy 
relational data, in which noise or outliers affected 
clustering results. Proposed method in 7.0=β , which is 
almost equal to the sample variance, succeeded in 
extracting linear substructure from relational data by 
rejecting the influence of noise.  

4.2 The Influence of β  in Proposed Method 

In next numerical experiment, the influence of β on 
clustering results was verified. In first experiment, β  was 
set as the sample variance of relational data, but this 
experiment was performed by various value of β . The 
model parameters were also set as )2,2(),( =θC and the 
initial memberships were given in a supervised manner. 

Clustering results are depicted in Fig.3. Smaller value of 
β  such as 05.0=β , resulted in Fig.3(a), which was 
similar partition to the conventional method. Therefore 

proposed method in smaller β could be regarded as 
conventional one. Fig.3(b), (c) indicated that bigger value 
of β  decreased the influence of noise or outliers and more 
points are regarded as noise correctly. However much 
bigger β such resulted in Fig.3(d),  in which some points 
belonging to linear substructure were regarded as noise. 
That’s why it was necessary to select β  appropriately and 
setting β  as the sample variance recommended in [15] 
worked well. 

4.3 Rothkopf Morse Code Confusion Data 

Next, the proposed approach is applied to real world data, 
the classical Rothkopf Morse code confusion data [14]. 
The 3636× relational data is composed of confusion rates 
among 36 Morse code signals (26 letters and 10 digits).  
Before experiment, the asymmetric relational data matrix, 
whose element ijs  represents the percentage of trials that i  
was identified as j, was transformed into a symmetric 
relational data matrix as follows: 

jiijjjiiij ssssd −−+=                         (19) 

Figure.4 shows the 2-D plots of the relational data 
constructed by MDS [13]. In the 2-D plots, the majority of 
objects form a rough curve in the upper area while other 
few objects are assigned to lower area. In this experiment, 
the goal is to reveal the curve structure using piecewise 
linear prototypes by rejecting noise. The model parameters 
were set as 2=C and 0.2=θ .   

Figure.5 compares the clustering results of the proposed 
method in 001.0=β and 002.0=β , where clustering 
results are depicted in the 2-D feature space given by 
MDS. In 001.0=β , noise or outliers could not be regarded 
as noise, but in 002.0=β , rejecting the effect of noise was 
succeeded. 002.0=β  is much smaller than the average of 
relational elements ijd and is expected to be useful for 
emphasizing noise in real world data. Bigger β resulted in 
regarding many points as noise.  

5. Conclusions 

This paper considered the applicability of the alternative 
distance measure in FCMdd-type linear clustering for 
relational data including outliers. In numerical 
experiments, conventional and proposed methods were 
compared using an artificially generated data set and the 
influence of β was verified using an artificial and a real 
one. The experimental results indicated that alternative 
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distance measure worked well for both relational data sets 
by decreasing the effect of outliers. The proposed model 
using the robust measure in AFCM is useful for extracting 
intrinsic linear substructure from noisy relational data. 

In the experiment with Morse code data, a smaller value 
rather than the sample variance recommended in [15] 
worked well. The robust model with linear prototype may 
be more sensitive to noise than the point-prototype model 
such as FCM. How to automatically tune the noise 
sensitivity weight β was remained for a potential future 
work. 
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Fig. 1 2-D plots of artificial data set 
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(a) Conventional method       (b) Proposed method( 7.0=β ) 

Fig. 2 Comparison of cluster partitions of artificial relational data 
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Fig. 3  Comparison of influence of β in artificial relational data 
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Fig. 4  2-D plots of Morse code by MDS 
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Fig. 5 Comparison of cluster partitions of Morse code data 
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