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Summary 
More and more attention has been paid to the Internet access via 
satellite networks. But theory and simulations have proved that 
TCP suffers severe degradation in high bandwidth-delay product 
networks. Some improved mechanisms have been proposed, and 
FAST TCP and XCP are two promising representatives. FAST 
TCP uses a window-based policy and XCP uses a feedback-based 
policy. The performance of FAST TCP and XCP is thoroughly 
evaluated in this paper under the context of GEO satellite 
networks. The results show that FAST TCP and XCP maintain 
good fairness, low queue length and identical friendliness to TCP. 
In steady state, the throughput of FAST TCP is larger than that of 
XCP, but the convergence time is longer than that of XCP. 
Through comparison, the pros and cons of two protocols are 
illustrated and can be the guideline to design new congestion 
control mechanisms in satellite networks. 
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1. Introduction 

TCP is the de facto transmission protocol in the Internet, 
whereas, TCP suffers difficulties in high bandwidth-delay 
product networks. The main reason is that TCP adopts 
AIMD policy which increases the window too slowly but 
decreases the window too drastically when packet loss 
occurs. Moreover, in wireless networks, TCP suffers 
throughput degradation because TCP misinterprets the 
packet loss due to Bit Error Rate (BER) as congestion loss. 
In recent years, many improved congestion control 
mechanisms have been proposed featured high 
bandwidth-delay [1~5]. FAST TCP [6] and eXplicit 
Control Protocol (XCP) [3] are two promising 
representatives. FAST TCP is similar to TCP Vegas [7] 
which uses queuing delay variation to predict congestion 
in the network. FAST TCP performs well, but delay due to 
non-congestion, such as rerouting, may make it inefficient. 
FAST TCP is also a window-based mechanism as TCP. 
XCP [3] is a router-assisted solution, which uses the 
accurate feedback from the routers to adjust the congestion 
window.  
 More and more Internet applications based on the 
satellite networks have emerged. Satellite networks, 
especially Geostationary Earth Orbit (GEO) features not 

only long propagation delay, but high BER and 
asymmetric bandwidth. Although FAST TCP and XCP 
perform well in some high bandwidth-delay product 
networks, the performance of them in satellite networks is 
unveiled. So, in the paper, the performance of two 
protocols is evaluated and compared in terms of fairness, 
throughput, queue length and friendliness to TCP under 
the context of GEO satellite networks. The results show 
the pros and cons of the window-based and 
feedback-based protocols and provide reference for the 
design of congestion control solutions in satellite 
networks. 
 
2. Related Work 
 
2.1 FAST TCP [6] 
 
TCP suffers the following difficulties in high 
bandwidth-delay product networks [6]: 
1) At the packet level, additive increase by one packet per 
Round Trip Time (RTT) is too slow, and multiplicative 
decrease per loss event is too drastic. 
2) At the packet level, the binary congestion signal (packet 
loss) makes TCP oscillate. 
3) At the flow level, maintaining large average congestion 
windows requires an extremely small equilibrium loss 
probability. 
4) At the flow level, the accurate estimation of packet loss 
probability and a stable design of the flow dynamics are 
required to reduce the oscillations due to the dynamics. 
 

 
Fig. 1 Architecture of FAST TCP. 

 

 To overcome the difficulties of TCP in high 
bandwidth-delay product networks, FAST TCP which 
using queuing delay as the congestion measure was 
proposed. The architecture of FAST TCP consists of four 
components, as depicted in Fig. 1. These four components 



IJCSNS International Journal of Computer Science and Network Security, VOL.12 No.1, January 2012 
 

 

154

 

are functionally independent so that they can be designed 
separately and upgraded asynchronously.  
(i). Estimation 
This component provides input information to other 
components for decision making. Two kinds of feedback 
information are estimated per packet sent. When a positive 
acknowledgement (ACK) is received, the RTT of the 
packet is estimated and the queuing delay and the 
minimum RTT are updated. When a negative ACK (three 
duplicated ACKs or timeout) is received, the packet loss 
signal is sent to other components. The estimation 
component can provide both a multi-bit queuing delay 
estimation and a one-bit loss-or-no-loss signal for each 
data packet. 
(ii). Window Control 
 Window control component determines the window 
size based on the congestion signal, queuing delay and 
packet loss. FAST TCP updates the congestion window 
periodically according to the Eq.(1): 
 

min{2 ,(1 ) ( ( , ))} (1)
baseRTT

w w w w w qdelay
RTT

     

 
where (0,1]  , baseRTT is the minimum RTT 

observed, qdelay  is the average queuing delay. In 

FAST TCP, ( , )w qdelay  is a constant which 
represents the number of packets each flow attempts to 
maintain in the buffers at equilibrium. 
In [8], a Generalized FAST TCP algorithm was proposed, 
which can acquire proportional fairness at equilibrium and 
buffer requirements grow only as the number of flows 
increase. In [9], an adaptive FAST TCP algorithm was 
proposed, which adjusts  according to the difference 
between current estimated queuing delay and the target 
queuing delay. So, the queuing delay can be limited to a 
specific value, and the sensitivity of setting   is 
eliminated. In [10], a new congestion control algorithm for 
TCP based on integrated feedback (IF-TCP) was proposed. 
In IF-TCP, packet loss probability and queuing delay both 
serve as a new integrated congestion feedback. IF-TCP can 
achieve approximately proportional fairness and good 
stability whether there is packet loss or not. 
 
2.2 XCP [3] 
 
XCP is an explicit congestion control mechanism, and the 
sender adjusts the congestion window size based on the 
feedback from the routers. The explicit control manner 
allows a flow to acquire the available bandwidth quickly. 
Some research results show that XCP is greatly stable, 
effective and scalable [3]. In XCP, a congestion header 
(Fig. 2) is attached to each packet sent. The field 
H_throughput is the sender’s current congestion window, 
and H_rtt is the sender’s current Round Trip Time (RTT) 

estimate. These are filled in by the sender and never 
modified in transit. The field H_feedback carries the 
feedback and is initialized by the sender. Routers along the 
path modify this field to inform the window adjustment to 
senders [11]. 
 

 
Fig. 2 Congestion header. 

 

 XCP protocol functions as follows [12]. Refer to [3] 
for details of XCP. 
(i). The XCP sender  
On a packet departure, the sender fills the congestion 
header with its current congestion window, current 
estimated RTT and desired window increase, respectively. 
Whenever an ACK arrives, the sender updates the window 
size according to the feedback from the routers as below: 
 

max( _ , ) (2)cwnd cwnd H feedback s 
  
where s  is the packet size. The sender responds to the 
losses in a similar manner to TCP. 
(ii). The XCP router 
The XCP router has two controllers to compute the 
feedback, efficiency controller (EC) and fairness controller 
(FC). The target of EC is to maximize link utilization 
while minimizing drop rate and persistent queues. 
According to the Multiplicative Increase and 
Multiplicative Decrease (MIMD) principle, the EC 
computes the desired increase/decrease of aggregate traffic 
each control interval (i.e. average RTT of all flows 
traversing the link). The aggregate feedback is computed 
as: 
 

(3)S Q      
 
where and  are control parameters, and the values of 
them are set 0.4 and 0.226, respectively. The term is the 
average RTT, and S is the spare bandwidth denoted by the 
difference between the input traffic rate and link capacity. 
Q is the persistent queue size. 
According to the Additive Increase and Multiplicative 
Decrease (AIMD) principle, the FC apportions the 
feedback to the flows sharing the same link. The 
per-packet feedback is distributed as follows: 
If >0, distribute equally to all XCP flows. 
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If <0, distribute to a flow proportional to its current 
throughput. 
When is about zero, the concept of bandwidth shuffling 
is introduced to ensure local fairness. The shuffled traffic 
is computed as follows: 
 

max(0, ) (4)     
 
where is a control parameter and set to 0.1. The term  is 
the input traffic in the control interval. 
(iii). The XCP receiver 
An XCP receiver is similar to a TCP receiver except that 
the XCP receiver copies the congestion header from a 
packet to its ACK when it acknowledges the packet. 
In recent years, some mechanisms have been proposed to 
improve the performance of XCP in particular 
environment. The P-XCP [11], solves low throughput 
under high BER conditions and output link 
underutilization in presence of rate-limited connections. In 
P-XCP, all packet losses are attributed to BER and the 
dropped packets are just retransmitted. Wireless eXplicit 
Congestion control Protocol (WXCP) [13], based on XCP, 
tackles the problem of TCP in multi-hop wireless networks. 
XCP-i [14], addresses the problem that XCP behaves 
worse than TCP in presence of non-XCP routers. A smart 
window adjustment for XCP [15], is proposed to shorten 
the response time for packet loss under congestion in high 
bandwidth-delay product networks. However, the packet 
loss due to BER isn’t taken into account. The iXCP [16], 
an improved XCP mechanism, overcomes the 
underutilization of XCP in multi-bottleneck networks. The 
iXCP outperforms P-XCP [11] in terms of stability and 
utilization. S-XCP [17], an XCP bandwidth compensation 
algorithm based on state feedback, can achieve efficient 
and fair bandwidth allocation in a multi-bottleneck 
environment. Moreover, the performance of XCP in GEO 
satellite networks is evaluated in [18]. [19] compares some 
aspects of XCP and CUBIC with Quick-Start mechanism 
[20]. 
 

Fig. 3 Simulation Topology 
 
3. Simulation-Based Comparisons and 
Analysis  

In this section, the fairness of FAST TCP and XCP, as well 
as throughput, queue length and friendliness to TCP are 
evaluated. The simulation topology is shown in Fig. 3 and 
the default parameters of the GEO satellite networks are 
listed in Table 1. 
 

Table 1: Default Parameters 

Item Bottleneck Side link 
RTT(ms) 550 10 
Bandwidth(Mb/s) 100 100 
Bit Error Rate 0.001 0.0 
Flow Number 10 1 

 
3.1 Fairness 

 
Fig. 4 Fairness of FAST TCP. 

 
Fig. 5 Fairness of XCP. 

 

To evaluate the fairness of FAST TCP and XCP, we set the 
number of flows is 5 and compare the throughput of every 
flow. Figure 4 and Fig. 5 show that in steady state, both 
FAST TCP and XCP maintain good fairness. But the 
convergence time of FAST TCP is much longer than that 
of XCP. The reason is that XCP uses explicit feedback to 
probe the available bandwidth and can acquire the fair 
share during several RTTs. However, FAST TCP uses the 
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window adjustment approach as TCP, so it needs more 
time to reach equilibrium. 
  
3.2 Throughput and queue length of the bottleneck 
link 

 
Fig. 6 Throughput of the bottleneck link. 

 

Figure 6 shows that both FAST TCP and XCP cannot 
achieve high utilization due to high BER in satellite links. 
High BER results in constant retransmissions and more 
bandwidth is needed to deal with the packet losses. In 
steady state, the throughput of FAST TCP is 20% higher 
than that of XCP, but FAST TCP still has the long 
convergence time problem.  

 
Fig. 7 Queue length of the bottleneck link. 

 

Figure 7 shows that both FAST TCP and XCP have 
oscillation in queue length, but the average queue length is 
below the reasonable limit the buffer can afford. When 
packets lost, FAST TCP halves the window and enter loss 
recovery phase, and XCP uses the same policy to reduce 
the window to 1 as TCP doses. Constant packet losses 
make FAST TCP and XCP switch between dealing with 
packet loss and re-probing the available bandwidth, which 
results in queue oscillation. 
 
3.3 Efficiency under various BERs 

 
Fig. 8 FAST TCP under Various BERs. 

 

 
Fig. 9 XCP under Various BERs. 

 

Figure 8 and 9 show that the throughput of FAST TCP and 
XCP declines sharply as the BER increases because more 
retransmission is needed and more bandwidth is wasted. 
Especially when the BER is 0.1, the throughput of FAST 
TCP is almost 0. In spite of constant packet losses, XCP 
can reach the equilibrium faster than FAST TCP due to the 
explicit feedback information from the routers. When the 
BER is higher than 0.001, XCP outperforms FAST TCP 
remarkably. 
 
3.4 Friendliness to TCP 

 

When coexisting with FAST TCP flows or XCP flows, 
TCP flows cannot acquire the fair share of bandwidth 
because TCP uses the AIMD policy to adjust the window. 
Meanwhile, TCP misinterprets the packet loss due to high 
BER as congestion loss, which degrades the TCP 
drastically. No matter FAST TCP flows or XCP flows, they 
coexist with TCP flows can acquire much higher 
throughput than TCP. The results are depicted as Fig. 10 
and Fig. 11. 
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Fig. 10 FAST TCP vs.TCP 

 
Fig. 11 XCP vs. TCP 

 
4. Conclusion and Future Work 
 
Through extensive simulations, the performance of FAST 
TCP and XCP such as fairness, the throughput and queue 
length of the bottleneck link, throughput under various 
BERs and friendliness to TCP is evaluated in the paper. 
The simulations show that FAST TCP and XCP maintain 
good fairness, the throughput of FAST TCP bottleneck link 
is 20% higher than that of XCP bottleneck link under the 
same conditions. But the convergence time of FAST TCP 
is longer than that of XCP because XCP uses explicit 
feedback approach to achieve fair share faster. Both FAST 
TCP and XCP keep almost the same reasonable queue 
length in addition to the queue oscillation. The results also 
show that BER has drastically negative impact on the 
performance of these two protocols. The throughput 
decreases sharply as the BER increases. The reason is that 
both FAST TCP and XCP interpret all packet losses as 
congestion loss and congestion control measures are taken. 
When coexisting with FAST TCP flows or XCP flows, 
TCP flows suffer severe throughput degradation because 
of AIMD policy. FAST TCP flows or XCP flows do not 
grab bandwidth from TCP flows. 
Allowing for the characteristics of the satellite networks, 
the congestion control mechanism in such environment 
should deal with not only high bandwidth-delay but high 
BER. Our future work is focused on the design of an 

explicit congestion control mechanism with measures 
dealing with high BER in satellite networks.  
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