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Abstract: 
Three-dimensional object recognition is a topic of active interest 
motivated by a desire to build computers with “humanlike” 
visual capabilities, and also by a pragmatic need to aid numerous 
real world applications such as robot bin-picking, autonomous 
navigation, automated visual inspection and parts assembly tasks. 
Building 3D models from multiple image sequences is a classical 
but challenging area in computer vision and computer graphics 
research. We propose a 3D modeling method that drastically 
improves robustness over existing approaches, and explicitly 
deals with underwater objects. Generated 3D models can be used 
to represent 3D objects in the first stage of underwater 3D target 
recognition system for Autonomous Underwater Vehicles 
(AUVs). 
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1. Literature Review 

1.1 3D Modelling: 

Soon- Yong Park et al. introduced a stereo vision system 
to automatically generate 3D models of real objects [1]. 
Calibration of the stereo camera and the turntable stage is 
presented. They have rectified stereo images and obtained 
range images of an object from multiple viewpoints. There 
are two major approaches achieved in this paper. The first 
one is based on merging multi view range images into a 
complete 3D model and the second one is based on 
processing photographic images using a volumetric 
reconstruction technique, such as voxel Coloring and 
shape-from-silhouettes.3D model generation is based on 
the merging of multi-view range images obtained from a 
digital stereo camera. The range images obtained are then 
automatically registered to a common coordinate system 
and integrated into a 3D mesh model.  

1.2 Camera Calibration: 

Roger Y. Tsai developed a new technique for three- 
dimensional (3D) camera calibration for machine vision 
metrology using the off-the –shelf TV cameras and lenses 
is described [2]. The two-stage technique is aimed at 
efficient computation of camera external position and 

orientation relative to object reference coordinate system 
as well as the effective focal length, radial lens distortion, 
and image scanning parameters. The two-stage technique 
has advantage in terms of accuracy, speed and versatility. 
The experimental results are analyzed and compared with 
theoretical prediction. Qurban Memont defined that 
Stereo-pair images from two cameras can be used to 
compute three-dimensional (3D) world coordinates of a 
point using triangulation. He proposed that, for stereo 
vision applications in which real-world coordinates are to 
be evaluated [3]. Direct linear transformation introduced 
by Abdel-Aziz and Karara has also been extended to 
incorporate distortion parameters. They also told that to 
compute world coordinates from stereo images requires 
first matching the images obtained from two different 
cameras to determine disparities (difference in positions of 
corresponding features).  
Hence, camera calibration is essential to compute world 
coordinates from stereo-images. 
Matthew Bryant et.al tracked the relative position of 
underwater targets [4]. They have developed a new Point 
identification algorithm, based on planar projective 
invariant indexing. They have developed algorithm which 
is 80% more reliable and tested a camera calibration 
scheme suitable for underwater computer vision 
applications. 

1.3 Object Recognition: 

Brandou et.al proposed a 3-dimension reconstruction 
method of small scale scenes improved by a new image 
acquisition method [5]. They have used stereovision 
system to acquire images in order to obtain several shots 
of an object. They have used the SIFT method (Scale 
Invariant Feature Transform) because the interest points 
are invariant to image scaling and rotation, and partially 
invariant to changes in illumination and 3D camera view 
points. Finally they have presented a complete 
reconstruction method of small-scale natural underwater 
objects. 
David G.Lowe et.al has presented a new method for image 
feature generation called the Scale Invariant Feature 
Transform (SIFT) [6]. This approach transforms an image 
into a large collection of local feature vectors, each of 
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which is invariant to image translation, scaling, and 
rotation, and partially invariant to illumination changes 
and affine or 3D projection. In this paper the scientists 
achieved maximum robustness by detecting many feature 
types and relying on the indexing and clustering to select 
those that are most useful in a particular image. 
Piotr jasiobedzki described about initial results of 
underwater experiments [7]. They have developed for 
recognizing and tracking natural objects. The SIFT Object 
Recognition and tracking (SORT) uses a set of high level 
natural visual features called Scale Invariant Feature 
Transform (SIFT) for tracking. SIFT was developed for 
image feature generation in object recognition applications. 

1.4: Rectification 

Andrea Fusilello et al. presented a linear rectification 
algorithm for general, unconstrained stereo rigs [8]. The 
algorithm takes the two perspective projection matrices of 
the original cameras, and computes a pair of rectifying 
projection matrices. The rectified images can be thought of 
as acquired by a new stereo rig, obtained by rotating the 
original cameras. The important advantage of rectification 
is that computing stereo correspondences is made simpler, 
because search is done along the horizontal lines of the 
rectified images. Tests proving the behavior of their 
method, as well as the negligible decrease of the accuracy 
of 3D reconstruction performed from the rectified images 
directly were reported. 

1.5 Dense Matching on the rectified images: 

Sebastien Roy et al. described a new algorithm for solving 
N- camera stereo correspondence problem by transforming 
it into a maximum-flow problem [9]. Results have shown 
improved depth estimation as well as better handling of 
depth discontinuities. A multi-resolution approach as well 
as local smoothness variations could be directly embedded 
in the graph, improving performance and depth map 
equality. 
Vladimir kolmogorov et al. gives a more general energy 
minimization formulation of the problem, which allows a 
larger class of spatial smoothness constraints [10]. In this 
paper, they approached the scene reconstruction problem 
from the point of view of energy minimization. They build 
upon two algorithms that give an energy minimization 
formulation of the scene reconstruction problem, and then 
minimize the energy using graph cuts. Both of these 
algorithms treat the input images symmetrically, handle 
visibility constraints correctly, and allow spatial 
smoothness to be enforced. The energy can be efficiently 
minimized using graph cuts, and has given good 
experimental results. 
The algorithm uses a problem formulation that is restricted 
to a two- camera stereo, and imposes smoothness between 
a pair of cameras. The energy that we minimize treats the 

input images symmetrically, handles visibility properly, 
and imposes spatial smoothness while preserving 
discontinuities. The algorithm can handle an arbitrary 
number of cameras, but imposes smoothness with respect 
to a single camera. [11, 12] 

2. To acquire Range Image: 

Peter J. Burt. et al. described a technique for image 
encoding in which local operators of many scales but 
identical shape serve as the basis functions . From a 
rectified stereo image pair they acquired a range image by 
employing a multi-resolution stereo matching technique 
using a Gaussian Pyramid[13].The result is a net data 
compression since the difference or error, image has low 
variance and entropy, and the low- pass filtered image may 
represent at reduced sample density.  A further advantage 
of the present code is that it is well suited for many image 
analysis tasks as well as for image compression. In this 
representation, image features of various sizes are 
enhanced and are directly available for various image 
processing. 

3. Implicit Representation of Object’s 
surface: 

Yi Zhang et al. implemented a fast algorithm of extracting 
isosurface. The fast visualization algorithm is applied to 
the implicit surfaces represented by Radial Basis Functions 
and Multi- level Partition of Unity [14]. Of all approaches, 
Radial Basis Functions (RBF) has some advantages, for 
instance, reconstructing implicit surfaces from large point-
clouds and repairing incomplete meshes. Multilevel 
Partition of Unity (MPU) is a fast reconstruction method 
and it can also offer quasi Euclidean distance to the 
isosurface for a space point, which is necessary in our 
algorithm. By utilizing the mathematical properties of 
these implicit functions, the difficulty of calculating the 
shortest distance from one space point to the surface is 
solved. From the experiment results, the algorithm speeds 
up the process of extracting the isosurface.  

4. Multi- view Registration: 

Robert Bergevin et al. presented an algorithm that reduces 
significantly the level of the registration errors between all 
pairs in a set of range views [15]. It is an instance of a 
category of registration algorithms known as iterated 
closest- point (ICP) algorithms. Experimental results show 
that this refinement technique improves the calibrated 
registrations and the quality of the integrated model for 
complex multi- part objects.  
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Paul J. Besl et al. described a general- purpose, 
representation- independent method for the accurate and 
computationally efficient registration of 3-D shapes 
including free- form curves and surfaces [16]. The method 
handles the full six degrees of freedom and is based on the 
iterative closest point (ICP) algorithm. Experimental 
results show the capabilities of the registration algorithm 
on point sets, curves and surfaces. 
Joachim Bauer et.al presents a method for the registration 
of range image pairs that were captured from different 
locations [17]. They presented a method for the coarse 
alignment of range image pairs under the condition that 
both scans map the same 3D plane. A robust method was 
used for the detection of 3D planes based on the RANSAC 
principle were introduced. An orthorectification process, 
using the extracted the 3D plane was used to produce 
range images without perspective distortions. 
Chen and Medioni have used range images which directly 
provide access to three dimensional information [18]. They 
proposed a new approach which works on range data 
directly, and registers successive views with enough 
overlapping area to get an accurate transformation between 
views.  
Umberto Castellani et al. proposed a technique for the 
three dimensional reconstruction of an underwater 
environment from multiple acoustic range views acquired 
by a remotely operated vehicle [19]. Moreover they have 
introduced a statistically sound thresholding to improve 
iterative closest point (ICP) robustness against noise and 
non- overlapping data. 
Soon-Yong Park et al addressed refinement problem and 
presents an accurate and fast Point-to-(Tangent) Plane 
technique [20]. Point-to-Plane approach is known to be 
very accurate for registration refinement of partial 3D 
surfaces. Experimental results showed that their approach 
was very accurate and fast for both pair-wise registration 
and multi-view registration problems. 

5. Integration: 

Soon-Yong Park et al. presented Automatic reconstruction 
of a complete 3D model of a complex object. The 
complete 3D model is reconstructed by integrating two 3D 
models which are reconstructed from different poses of the 
object [21]. In order to reconstruct all visible surfaces of a 
complex object with concavities and holes, two 3D models 
from different poses of the object are reconstructed and 
integrated to obtain the complete 3D model. For each pose 
of the object, a 3D model is reconstructed by combining 
stereo image analysis, shape from silhouettes, and a 
volumetric integration technique. Pose integration 
improves the results by reconstructing a complete 3D 
model closer to the original object. 

Anil K.Jain et. al developed a complete prototype system 
for automatically registering and integrating multiple 
views of objects from range data. The view integration 
scheme uses a weighted averaging technique for merging 
the registered views together to result in a smooth surface 
[22]. A smooth transformation of data can be achieved on 
the view boundary by calculating the depth value in the 
merged image using the weighted averaging algorithm. 
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