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Abstract 
Orthogonal frequency division multiplexing (OFDM) has been 
selected for broadband wireless communication system. OFDM 
can provide large data rates with sufficient robustness to radio 
channel impairments. One of the major drawbacks for OFDM 
system is Carrier frequency offset (CFO). Frequency offset has 
been recognized as a major disadvantage of OFDM. The OFDM 
systems are sensitive to the frequency synchronization errors in 
form of Carrier Frequency Offset (CFO), because it can cause the 
Inter Carrier Interference (ICI) which can lead to the frequency 
mismatched in transmitter and receiver oscillator. Lack of the 
synchronization of the local oscillator signal (L.OSC); for down 
conversion in the receiver with the carrier signal contained in the 
received signal can cause to degrade the performance of OFDM. 
On the other hand the orthogonality of the OFDM relies on the 
condition that transmitter and receiver operate with exactly the 
same frequency reference. To compensate the effect of CFO the 
researchers have proposed various CFO estimation and 
compensation techniques and algorithms by now. In this paper, 
the reason of creating CFO and the effects of the CFO on the 
performance of the OFDM system will study. The major CFO 
estimation algorithm and techniques will be reviewed and 
discussed in literature briefly and then our proposed algorithm 
and technique for estimating and compensation of the effect of 
CFO will be offered. 
Key words: 
Carrier frequency offset (CFO), Orthogonal Frequency Division 
Multiplexing (OFDM), Inter Carrier Interference (ICI), CFO 
estimation, CFO compensation, OFDM performance and 
Doppler Effect (DE) 

1. Introduction 
 
The orthogonality of the OFDM relies on the condition 
that transmitter and receiver operate with exactly the same 
frequency reference. If this is not the case, the perfect 
orthogonality of the subcarrier will be lost, which can 
result to subcarrier leakage, this phenomenon is also 
known as the Inter Carrier Interference (ICI) [1]. In 
another word, the OFDM systems are sensitive to the 
frequency synchronization errors in form of CFO. CFO 
can lead to the Inter Carrier Interference (ICI); therefore 
CFO plays a key role in Frequency synchronization. 
Basically for getting a good performance of OFDM, the 
CFO should be estimated and compensated. Lack of the 
synchronization of the local oscillator signal (L.OSC); for 

down conversion in the receiver with the carrier signal 
contained in the received signal causes Carrier Frequency 
Offset (CFO) which can create the following factors:  
 
(i) Frequency mismatched in the transmitter and the 

receiver oscillator 
(ii) Inter Carrier Interference (ICI)  
(iii) Doppler Effect (DE) 
 
2. Effects of frequency offset on OFDM signals 
 
When CFO happens, it causes the receiver signal to be 
shifted in frequency (δf); this is illustrated in the figure 1. 
If the frequency error is an integer multiple ܫ  of 
subcarrier spacing δf, then the received frequency domain 
subcarriers are shifted by δf ൈ  .[2]	ܫ

 
Fig.1 frequency offset (δf) 

 
On the other hand, as we know the subcarriers (SCs) will 
sample at their peak, and this can only occur when there is 
no frequency offset, however if there is any frequency 
offset, the sampling will be done at the offset point, which 
is not the peak point. This causes to reduce the amplitude 
of the anticipated subcarriers, which can result to raise the 
Inter Carrier Interference (ICI) from the adjacent 
subcarriers (SCs). Figure 2 shows the impact of carrier 
frequency offset (CFO). 
It is necessary to mention that although it is true that the 
frequency errors typically arise from a mismatch between 
the reference frequencies of the transmitter and the 
receiver local oscillators, but this difference is avoidable 
due to the tolerance that electronics elements have. 
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Fig.2 Frequency offset ሺδfሻ 

 
 
Therefore there is always a difference between the carrier 
frequencies that is generated in the receiver with the one 
that is generated in transmitter; this difference is called 
frequency offset f୭୤୤ୱୣ୲ i.e. 
 

௢݂௙௙௦௘௧ ൌ 	 ௖݂ െ	 ௖݂ᇱ	

In where fୡ is the carrier frequency in the transmitter and 
fୡᇱ is the carrier frequency in receiver.  
 
3. Carrier Frequency Offset (CFO) 
 
The OFDM systems are very sensitive to the carrier 
frequency offset (CFO) and timing, therefore, before 
demodulating the OFDM signals at the receiver side, the 
receiver must be synchronized to the time frame and 
carrier frequency which has been transmitted. Of course, 
In order to help the synchronization, the signals that are 
transmitted, have the references parameters that are used in 
receiver for synchronization. However, in order the 
receiver to be synchronized with the transmitter, it needs to 
know two important factors: 
 
(i) Prior to the FFT process, where it should start 

sampling the incoming OFDM symbol from. 
(ii) How to estimate and correct any carrier frequency 

offset (CFO) 
 
After estimating the symbol boundaries in the receiver and 
when the presence of the symbol is detected the next step 
is to estimate the frequency offset. Figure 3 shows the 
block diagram of the OFDM system. At the receiver, the 
output of the FFT, in figure 3, yሾkሿ is as follows [3]: 

 

 
 

Fig.3 block diagram of the OFDM system 
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For simplicity, let’s set ߙ equal to: 
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Therefore 
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                           (4) 

 
The result in Eq. 4 indicates in the case of the existence of 
any frequency offset, the estimation of the output symbol 
depends on the input values. 
 
On the other side if there is no frequency offset i.e.  
∆݂ ൌ 0 then the received signal is: 
 

݂݅			∆݂ ൌ 0								 → ሾ݇ሿݕ								 ൌ ଵ

ே
 ሾ݇ሿ          (5)ܪሾ݇ሿݏ



IJCSNS International Journal of Computer Science and Network Security, VOL.12 No.6, June 2012 
 

 

75

 

Due to the frequency mismatched, the performance of an 
OFDM system can be reduced, this loss of performance 
can be compensated by estimating the frequency offset in 
receiver side. Figure 4 shows an OFDM Receiver with 
frequency synchronization. 
 
 

 
 

Fig.4 OFDM Receiver with frequency synchronization 

 
 
Table 1 is a cliff notes for the effect of CFO on transmitted 
signal in time domain and frequency domain. 
 
 
 Received signal Effect of CFO on 

received signal 
Time domain ݕሾ݊ሿ ݁௝ଶగఌ/௡ݔሾ݊ሿ
Frequency domain ܻሾ݇ሿ ܺሾ݇ െ  ሿߝ
 

Table 1:  Effect of the CFO on transmitted signal 

 
 
3.1 Sources of frequency offset 
 
A few other sources can cause frequency offset, such as 
frequency drifts in transmitter and receiver oscillators, 
Doppler shift, radio propagation and the tolerance that 
electronics elements have in local oscillators in transmitter 
and the receiver. When there is a relative motion between 
transmitter and receiver the Doppler can happen [4]. It is 
worth to mention the radio propagation talks about the 
behavior of radio waves when they are broadcasted from 
transmitter to receiver. In terms of propagation, the radio 
waves are generally affected by three phenomena which 
are: diffraction, scattering and reflection. 
 
3.2 Doppler Effect 
 
The Doppler Effect (DE) defines as follows: 

 

	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ௗ݂ ൌ 	
௩.௙೎
௖
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (6)	

 
In where fୢ is Doppler frequency, c is the speed of light, 
and  v is the velocity of the moving receiver. (i.e. 100 
km/h). The normalized CFO (ε) is defined as follows: 
 

            ε ൌ 	 ୤౥౜౜౩౛౪
∆୤

                        (7)	
  
In where ∆f is the subcarrier spacing, it is necessary to 
mention that ɛ has two parts, one integer (ε୧) and one 
fractional (ε୤) so we have: 
 
 
             ε ൌ 	 ε୧ ൅	ε୤                      (8) 
 
 
In where ε୧ ൌ  ۂεہ
 
 
4. CFO estimation algorithm and Techniques 
 
CFO can produce Inter Carrier Interference (ICI) which 
can be much worse than the effect of noise on OFDM 
systems. That’s why various CFO estimation and 
compensation algorithms have been proposed. For 
showing the importance of it, it is enough to mention that, 
by now the researchers have proposed numerous and 
various CFO estimation and compensation techniques and 
algorithms, which these methods can generally be 
categorized into two major branches: 
 
1. Training based algorithm 
2. Blind algorithm and Semi-blind algorithm 
 
 
4.1 Training based algorithm 
 
The training sequence can be designed the way that can 
limit the number of computation at the receiver side; 
therefore in general, these algorithms have a low 
computational complexity.  On the other hand, the 
negative point of training based algorithm is the training 
sequences that must be transmitted from transmitter during 
its transmission. This can cause the reduction of the 
effectiveness of the data throughput. 
 
 
4.2 Blind and Semi-blind algorithms 
 
Another algorithm that has been used is called Blind CFO 
estimation algorithm. In these algorithms by using the 
statistical properties of the received signal, the CFO will 
be estimated. Since the receiver doesn’t have any 
knowledge of the signal that the transmitter has been 
sending, therefore the blind algorithms are considered to 
have a high computational complexity. The high 
computational complexity is the disadvantage of these 
algorithms. In compared with training based algorithm, 
blind algorithms have no need to the training sequences; 
therefore there is no training overhead for these 
algorithms. 
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4.3 Study of the training based and blind algorithms 
 
In this part, we do some discussions on a few proposed 
training and Blind algorithms.  
 
For the CFO estimation, Paul H. Moose [5] in his paper 
“The technique for OFMD frequency offset correction” 
suggested a training based CFO estimation algorithm. His 
paper is divided into two major sections, in the first 
section he showed the effect of offset errors on the signal 
to noise (SN) and in the second part he presented an 
algorithm to estimate the offset and use it to remove it, 
prior to the demodulation. He presented the algorithm for 
maximum likelihood estimate (MLE) of frequency offset 
using the values of a repeated data symbol. In this 
algorithm two repetitive OFDM symbol will be sent. This 
algorithm works on the base of knowing the start point of 
the OFDM symbol. In this paper, the maximum likelihood 
estimate (MLE) of CFO is defined as follows [5]: 
 

̂ߝ ൌ ଵ

ଶగ
∑ଵሼሺି݊ܽݐ	 ሾ݉ܫ ଶܻ௞ ଵܻ௞

∗ெ
௞ୀଵ ሿሻ	ሺ∑ ܴ݁ሾெ

௞ୀଵ ଶܻ௞ ଵܻ௞
∗ ሿሽ  (9) 

 
Where: 
 
 ,is the maximum likelihood estimate (MLE) for CFO   ̂ߝ
 is the imaginary part, Re is the real part and * means 	݉ܫ
the complex conjugate. 
 
In this estimation the mean square error is: 
 

ሿ̂ߝሾ	݂݋	݁ݎܽݑݍݏ	݊ܽ݁ܯ       ൌ 	 ଵ

ሺଶగሻమேఓ
            (10) 

 
Where ߤ is the ratio of the signal to noise for the received 
signals, and N is the number of subcarriers (SCs). 
According to the paper, the limit of accurate estimation 
(for acquisition range) for this algorithm is  |ߝ| ൑ 0.5	  
⇒  ሺ	െ0.5	 ൑ 	Acquisition	Range	 ൑ 0.5	ሻ therefore the 
acquisition range for subcarrier spacing is between -0.5 
and 0.5, which is smaller than the value that is in the IEEE 
802.11a. When acquisition range goes towards the 0.5, ̂ߝ 
may due to the noise and the discontinuity of the 
arctangent, jump to -0.5 when this occurs the estimate is 
no longer unbiased and in practice, it becomes useless. 
This estimation for the small values of CFO is 
conditionally unbiased. However, the big weakness for 
suggested algorithm in Moose’s paper is its dependency to 
the starting point; therefore the algorithm needs to know 
the start point of the OFDM symbol. 
 
For the CFO estimation, and in order to overcome the 
weakness in Moose’s algorithm; Timothy M. Schmidl and 
Donald C. Cox, in their paper “Robust Frequency and 
Timing Synchronization for OFDM [6]“; to solve the 
problem for determining the starting point of the OFDM 

symbol, they suggested the time domain OFDM system 
based on the two identical halves. In this method, finding 
the symbol timing for OFDM means finding an estimate of 
where the symbol starts. Figure 5, shows an example of 
the timing metric as a window slides past coincidence for 
the Additive White Gaussian Noise (AWGN) channel for 
an OFDM signal with 1000 subcarriers, a carrier 
frequency offset of 12.4 subcarrier spacing, and an 
signal-to-noise ratio (SNR) of 10 dB. Here the SNR is the 
total signal (of all the subcarriers) to noise power ratio. 
 
 
 

 
 

Fig. 5 Example of the timing metric for the AWGN channel  
(SNR = 10dB) [6] 

 
 
 
As it is shown, the timing metric reaches a plateau and 
since there is no Inter Symbol Interference (ISI) within 
this plateau to distort the signal, therefore the starting point 
of OFDM can be chosen at any spot on this plateau. The 
timing metric is defined as follows [6]: 
 
 

ሺ݀ሻܯ             ൌ 	 |௉
ሺௗሻ|మ

ሺሺோሺௗሻሻమ
                  (11)            

 
Where  
 
   ܲሺ݀ሻ ൌ 	∑ ሺݎௗ

∗ ൅ ௗ௅ିଵݎ݉
௠ୀ଴ ൅ ݉ ൅ 	ሻ            (12)ܮ

 
And 
   ܴሺ݀ሻ ൌ 	∑ ௗݎ| ൅ ݉ ൅ ଶ௅ିଵ|ܮ

௠ୀ଴                  (13) 
 
 
As you see, the ܲሺ݀ሻ is an auto correlation function and 
ܴሺ݀ሻ is a normalized constant. In this estimation the mean 
square error is: 
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ሿ෡ߝሾ	݂݋	݁ݎܽݑݍݏ	݊ܽ݁ܯ    ൌ 	
ଶ

గమேఓ
                 (14) 

 
The Mean Square Error (MSE) in both method (Moose 
and Timothy) are near and similar to each other.  
 
By comparing the Moose’s method and Timothy’s method, 
we can tell that the advantage of Timothy’s method is its 
simplicity, plus it is not depended to the starting point. In 
Moose’ method the frequency synchronization is done in 
frequency domain but in the Timothy’s method the 
frequency synchronization is achieved in time domain in 
which the complexity of Fast Fourier Transform (FFT) in 
time domain is much less than in frequency domain. By 
the way both of these methods use the periodic training 
sequence, one in frequency domain and the other in time 
domain. It is necessary to mention that the time domain 
periodic training sequences are the one that has been 
accepted in various wireless standards. However, there are 
some limitations for CFO estimation in these methods for 
SISO-OFDM. 
 
A semi-blind method was proposed for simultaneously 
estimating the carrier frequency offsets (CFOs) and 
channels of an uplink for MIMO-OFDM system by 
Yonghong Zeng, A. Rahim Leyman, and Tung-Sang Ng 
[7], in this method a pilot OFDM block for each user is 
exploited for resolving the CFOs and the ambiguity matrix. 
Two dedicated pilot designs, periodical and consecutive 
pilots, had been discussed. Based on each pilot design and 
the estimated shaped channels, two methods were 
proposed to estimate the CFOs. The algorithm that is used 
in this method can be summarized as follows [7]: 
 
1. Computing ܴ௫ ൌ ௜ݔ௜ݔሺܧ

றሻ 
2. Finding orthogonal eigenvectors of matrix ܴ௫ 
3. Finding the eigenvalue decomposition (EVD) 
 
After finding the CFOs the ambiguity matrix obtains. In 
this method when the CFOs have been estimated at the 
base station, recovery of the signal is still a problem [7], 
however the complex steps that we have to follow them in 
semi-blind algorithms, make its implementation difficult. 
Basically the computational complexity of this algorithm 
is high for practical implementation. 
Other algorithms which are called, Semi-blind algorithm 
proposed to estimate multiple CFO values. these algorithm 
have cons and pros. However, most of the proposed 
algorithms have computational complexity which makes 
their implementation hard and their complexity grows 
nonlinearly. On the other hand by using the MIMO instead 
of SISO, the other requirements both in transmitter side 
and receiver side come into the boarding table, such as 
multiple clock signals (distributed or centralized clock 
signal).  

5 The relation between frequency offset and SNR 
 
Degradation caused by frequency offset can be state as 
follows [8]: 
 

௙௥௘௤ܦ            ≅
ଵ଴

ଷ௟௡ଵ଴
ሺߨ∆݂ܶሻଶ ா್

ேబ
            (15) 

 
 
,	௙௥௘௤ܦ ܶ, 	݀݊ܽ	௕ܧ ଴ܰ  are: frequency offset, symbol 
duration, energy per bit (for OFDM signal) and one sided 
noise power spectrum density (PSD). 
 
The effect of frequency offset is similar to the effect of 
noise and it causes degradation the Signal-to-Noise Ratio 
(SNR) where SNR is: 
 

                ܴܵܰ ൌ 	
ா್
ேబ

                   (16) 

 
 
6 Investigating of the estimation Technique using 
Cyclic Prefix (CP) 
 
This technique uses the length of Cyclic Prefix (CP) to 
compensate the effect CFO [9]. Let’s consider the signal of 
the transmitter as follows: 
 

      ௜ܵሺ݊ሻ ൌ
ଵ

√ே
∑ ܾ௜ሺ݇ሻ݁௝ଶగ௞/ேேିଵ
௞ୀ଴ 	            (17) 

 
Where െ ௚ܰ ൑ ݊ ൑ ܰ െ 1 
 
N is the Inverse Fast Fourier Transform (IFFT) block 
length and ௚ܰ is length of Cyclic Prefix (CP). 
 
The signal received by receiver can be stated as: 
 
ሺ݊ሻݎ    ൌ ∑ ௜ሺ݊ݔ െ ݀௜ሻ݁௝

ሺఢ೔௡ାఝ೔ሻ ൅ ሺ݊ሻூିଵݒ
௜ୀ଴        (18) 

 
Where ݀௜ is propagation delay and ߮௜ is initial phase, ߳௜ 
is CFO and ݒሺ݊ሻ  is Additive White Gaussian Noise 
(AWGN) 
 
In receiver side, the OFDM demodulator removes the CP 
and considers the sample vector as: 
 
 
ሺ0ሻݎ   ൌ ∑ ݁௝ఝ೔ܧ௜ሺ0ሻܪ௜ሺ0ሻ ௜ܵሺ݀௜ሻ ൅ ܸሺ0ሻூିଵ

௜ୀ଴        (19) 
 
Where ௜ܵሺ݀௜ሻ  is a symbol vector, ܧ௜ሺ0ሻ is CFO matrix, 
and 	ܪ௜ሺ0ሻ  is the channel matrix, by switching the 
column of ܪ௜ሺ0ሻ we can state the Eq. 19 as: 
 
ሺ0ሻݎ   ൌ ∑ ݁௝ఝ೔ܧ௜ሺ0ሻܪ௜ ௜ܵ ൅ ܸሺ0ሻூିଵ

௜ୀ଴              (20) 
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Here the goal is to exploit the redundancy of Cyclic Prefix 
(CP) on Eq. 20. An equation similar to Eq. 20 can be 
stated as follows: 
 
ሺ݉ሻݎ   ൌ ∑ ݁௝ఝ೔ܧ௜ሺ݉ሻܪ௜ ௜ܵ ൅ ܸሺ݉ሻூିଵ

௜ୀ଴ 	           (21) 
 
 :௜ሺ݉ሻ isܧ
 

௜ሺ݉ሻܧ ൌ ቈ
0ሺ௠|ேሻൈሺேି௠|ேሻ

݀݅ܽ݃൛݁௝ఢ೔ሺି௠ା௠|ேሻ, … , ݁௝ఢ೔ሺேି௠ିଵሻൟ
 

 

            
݀݅ܽ݃൛݁௝ఢ೔ሺି௠ሻ, … , ݁௝ఢ೔ሺି௠ିଵା௠|ேሻൟ

ܱሺேି௠|ேሻൈሺ௠|ேሻ
቉   (22) 

   
Considering the equations 20 and 21 we can construct the 
following equation: 
 

   ൥
ሺ0ሻݎ
⋮

ܯሺݎ െ 1ሻ
൩ ൌ ∑ ݁௝ఝ೔ூିଵ

௜ୀ଴ ൥
௜ሺ0ሻܧ
⋮

ܯ௜ሺܧ െ 1ሻ
൩ܪ௜ ௜ܵ ൅ 

 

                 ൥
ܸሺ0ሻ
⋮

ܸሺܯ െ 1ሻ
൩                 (23) 

 
Let’s for the sake of simplicity states the above equation as 
follows: 
ݕ       ൌ ∑ ݁௝ఝ೔ܣ௜ܪ௜ ௜ܵ ൅ ூିଵݑ

௜ୀ଴                  (24) 
 
The goal is to design a CFO mitigation matrix ܺ  as 
follows: 
 
௜ܣܺ	 ൌ ேܫ 		→ 					ܺ ൌ  ௜ሺ݉ሻ                   (25)ܧேܫ
 
In Eq. 22, let’s consider 0 ൑ ݌ ൑ ܰ െ 1	ܽ݊݀	0 ൑ ݈ ൑ ܰ െ
1 , therefore this equation can be defined as follows: 
 

ሾܧ௜ሺ݉ሻሿ௣,௟ ൌ ൜݁
௝ఢ೔ሺ௣ି௠ሻ														݂݅				݌ ൌ ሺ݈ ൅ ݉ሻ|ܰ

݁ݏ݅ݓݎ݄݁ݐܱ																									0
	  (26) 

 
Since all ݎሺ݉ሻ does not have to be used, we select ܳ 
vector among them, where: 
 
      0 ൑ ݉଴ ൑ ݉ଵ ൑ ⋯ ൑ ݉ொିଵ ൑ ܯ െ 1       (27) 
 
For 0 ൑ ݅ ൑ ܫ െ 1 , the CFO matrices are 
…,௜ሺ݉଴ሻܧ , ௜൫݉ொܧ െ 1ሻ൯, in this case the Eq. 25 will be 
altered to search for a ܰ ൈܰܳ CFO mitigation matrix ܺ 
as follows: 

             ܺ ቎
௜ሺ݉଴ሻܧ

⋮
௜ሺ݉ொܧ െ 1ሻ

቏ ൌ  ே             (28)ܫ

 
Where      0 ൑ ݅ ൑ ܫ െ 1 

In this technique firstly by using Eq. 27 you choose 
appropriate parameters, and by using of ߳௜ and Eq. 25 
you calculate ܺ and then by using Eq. 23 you can get a 
sample vector for the OFDM block. Finally by using these 
results you can compensate the effect of the CFO. 
 
This method has a good efficiency and a linear complexity, 
since ܫ ≪ ܰ and for the whole OFDM blocks we only 
need to determine ܺ  one time. Therefore the 
computational complexity of this method is linear which 
makes it an effective technique but the CFO estimation 
technique using CP, is only and only good whenെ0.5 ൑
ߝ ൑ 0.5. 
 
6 Proposed Algorithm 
 
Due to the weakness of the CFO estimation using CP, and 
improving it for the amounts of ߝ which are greater than 
the mentioned values, we offer using training symbols. 
Before we start, firstly we need to select a signal model 
therefore the first step in our algorithm is: selecting signal 
model. The general models that have been used for the 
received signal can be considered as follows: 
 
ሺ݊ሻݔ     ൌ ݁௝ଶగ௡ఋݏሺ݊ሻ ൅ ߱ሺ݊ሻ                 (29) 
 
In where ߱ሺ݊ሻ  is Gaussian noise and ߜ  is Carrier 
Frequency Offset (CFO). 
 
 :ሺ݊ሻ can be defined as followsݏ 
 
 ܵሺ݊ሻ ൌ 	∑ ݄ሺܭሻܽ௡ି௞						݊ ൌ 0, 1,2,… ,ܰ െ 1௅ିଵ

௞ୀ଴     (30) 
 
Let’s consider an OFDM-MIMO system, like figure 6 with 
ni transmitter and nr receiver antennas as follows: 
 

 
Fig. 6 Multi-user MIMO-OFDM system 

 
 
Here the channel is ݊௥ 	ൈ	݊௧ matrix. 
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ଵݏ
⋮
௡೟ݏ
൩ ൅	൥

݊ଵ
⋮
݊௡ೝ

൩       (31) 
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The received signal vector form can be written as follows: 
 
  ݄ ൌ ሾ݄ሺ0ሻ, ݄ሺ1ሻ, ݄ሺ2ሻ, … , ݄ሺܮ െ 1ሻሿ்           (32) 
 
This is a vector containing ௦ܶ െ ݀݁ܿܽ݌ݏ  samples; the 
symbol ሾ	ሿ் means vector transpose and the training 
symbols are  ܽ௡ with the condition: 
 
           െܮ ൅ 1	 ൑ ݊	 ൑ 	െ1                (33) 
 
The Eq. 29 can be written as: 
 
ݔ              ൌ Γሺߜሻ݄ܣ ൅ 	߱                (34) 
 
However this is the general model that they usually 
consider for investigating. But in our algorithm for 
simplicity let’s consider one transmit antenna for each user, 
which in general denotes it by nt , and let’s consider the 
number of antenna for the Base Station by nr with this 
condition that ݊௥  always is bigger or equal to ݊௧   
ሺ݊௥ ൒ ݊௧ሻ. With this assumption, the received signal at 
any receiver antenna can be stated as: 
 
௜ሺ݇ሻݎ ൌ 	∑ ሺ݁௝ఋ೘௞ ∑ ݄௜,௠ሺ݀ሻ௅ିଵ

ௗୀ଴ ܵ௠ሺ݇ െ ݀ሻ௡೟
௠ୀଵ ሻ ൅

																݊௜ሺ݇ሻ                                (35) 
 
Where: 
݄௜,௠ሺ݀ሻ Channel impulse response 
ܵ௠ Transmitted signal from mth user 
݊௜ Additive white Gaussian noise (AWGN) 
 
As the Eq. 35 states, the CFO should be calculated for 
each of the ݊௧. After removing the CP in receiver the Eq. 
35 can be presented in matrix form as follows: 
 
 
௜ݎ        ൌ ∑ ௠ሻܵ௠݄௜,௠ߜሺܧ

௡೟
௠ୀଵ ൅ ݊௜            (36) 

 
So we consider our signal model as Eq. 36 Now the 
second step in algorithm is using the training symbols. 
Let’s consider the transmitter is sending the training 
symbols with a repetitive pattern that we can call it D, it is 
worth to mention that these training symbols can be 
generated by taking the IFFT of the signal in frequency 
domain; therefore: 
 

         ௟ܺሾܦሿ ൌ ቄܣ௠												݂݅				ܭ ൌ .ܦ ݅
݁ݏ݅ݓݎ݄݁ݐ݋																		0

        (37) 

 
Here ܣ௠ is an M-array symbol. The receiver by using the 
following equation can estimate the CFO: 
 
 

̂ߝ     ൌ ஽

ଶగ
∑൛݃ݎܽ ௟ݕ

∗ሾ݊ሿݕ௟ሾ݊ ൅ ܰ ሿ⁄ேܦ ஽ିଵ⁄
௡ୀ଴ ൟ       (38) 

 
Where ܰ ⁄ܦ  is an integer; Here the range is: 
 

               െ
஽

ଶ
൑ ߝ ൑

஽

ଶ
                  (39) 

 
By considering the average; Eq. 39 can be stated as: 
 

̂ߝ ൌ ஽

ଶగ
∑൛݃ݎܽ ∑ ௟ݕ

∗ሾ݊ ൅ ݉ܰ ⁄ܦ ሿݕ௟ሾ݊ ൅ ሺ݉ ൅ே ஽ିଵ⁄
௡ୀ଴

஽ିଶ
௠ୀ଴

	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 1ሻܰܦሿ                         
(40)  
As it is obvious from the Eq. 40 by increasing the 
repetitive pattern (D) the range for ሺߝሻ  increases; the 
figure 7 illustrates the result of the simulation of the 
suggested algorithm. 
 
 

 
Fig. 7 CFO Estimation 

 
Conclusion 
 
In this paper an information framework for carrier 
frequency offset (CFO) is provided. The importance of the 
study of carrier frequency offset estimation in OFDM 
systems has been covered and then the common 
algorithms for estimating CFO have been discussed. At the 
end a CFO technique using training symbols offered and 
simulated. The result of the simulation confirms the gain 
in performance. But as it can be seen from the figure 7, 
although the range of ߝ increases but it costs for the price 
of decreasing mean square error (MSE) performance.  
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