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Abstract 
In this paper, human motion analysis is studied and forms one of 
the key tasks to understand the 2D video image estimation. An 
adaptive human motion estimation filter is proposed to extract 
the features from the human motion information through video 
samples. We also identified the different trained weights values 
in both low and high frequency human motion estimation. The 
main objective of an adaptive motion estimation filter is to 
explore the video patterns efficiently and significantly. The phase 
shift compensator is identified and integrated to compensate the 
phase shift in the estimated human motion at higher frequency. 
Key words: Human motion estimation, 2Dimensional feature 
extraction, Motion Tracking, Phase Compensation. 

1. Introduction 

The human motion analysis is a conventional approach to 
design and identify the video image sequence as static 
image sequence for detecting and analyzing human motion 
in real time. The human motion activities are recognized by 
a machine to interact intelligently and effortlessly with a 
human-inhabited environment. This approach is well 
established for identifying the images, speech, and video 
samples that are recognized from 2D images. The motion 
estimation filter (MEF) is introduced to reduce the 
invariance in the 2D images. The performance evaluation 
of human motion system is estimated using the MEF 
algorithm. This algorithm is identified to track and 
recognize the visual constraints in the real world videos 
with the combination of generative and discriminative 
models in a filtering framework can improve the 
normalization, selection and detection of visual attention. 
The MEF algorithm realizes a deterministic approach to 
track any 2D-features representable in a real time 
application. 

2. Design of Adaptive Motion Estimation 
Filter (MEF)  

The adaptive scheme for human motion estimation is 
designed in two blocks namely;  
Block – I (refer Figure 1): This operates on the human 
motion input in the presence of noise and facilitate the 

extraction of the correlated samples using down sampler 
and unit delay elements.  
Block – II (refer Figure 2): This consists of unsupervised 
network training stage and using the trained weights 
perform noise separation and constitutes the human motion 
estimation (MEF). 

2.1 Correlation Extractor 

 
Fig.1 Correlation Extractor Module 

 

Note:            down sampler & z-1 delay by unit sample. 
 

2.1.1 Implementation results of Correlation extractor 

The output of block-I consists of the motion picture 
samples corresponding to , 

,  and 

 respectively. The correlation present 
among the different delayed samples i.e. x (n) to x (n-k) 
for k=1 to 3, of the human motion video input is depicted 
in Figure 2(a) and 2(b) for both Low Frequency and (ii) 
High Frequency Motion respectively. 
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Figure 2(a) Block – I: Correlation among the samples and its delayed 

versions at lower frequency 
 

 

 

 

 
Figure 2(b) Block – I: Correlation among the samples and its delayed 

versions at higher frequency 

2.2 Motion Estimation Filter (MEF) 

The MEF is designed to process the output of block – I 
and perform lower and higher frequency human motion 

estimation. The main role of MEF is to separate the 
uncorrelated samples from the correlated ones and perform 
estimation of human motion as shown in Figure 3. 

 
Figure 3 Block diagram of Motion Estimation Filter 

 

The human motion estimation filter is processed 
in three stages and is shown in Figure 4. 

 

 
Figure 4 Stages of Motion Estimation Filter 

 

Stage 1: Whitening: This stage normalizes the human 
motion video samples to unit variance. 
Stage 2: Separation: After normalization, this stage 
separates the uncorrelated samples (noise) and the 
correlated samples (i.e. the human motion). 
Stage 3: Estimation: Finally, using the trained weights, 
the motion estimation filter estimates the human motion 
video. 

2.2.1 MEF Algorithm 

The human motion estimation algorithm is designed to 
extract the mean value of the human motion picture and 
identify the correlation, eigenvalues in the diagonal 
elements of the human motion components and the 
correlation coefficients between the human motion picture 
samples. The MEF algorithm is described in the flowchart 
of Figure 5. 
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Figure 5 Flowchart of MEF 

3. Phase Compensator integrated MEF 

At higher frequencies, the MEF introduces an 
unintentional phase shift of 180° in the estimated human 
motion. To compensate for phase shift, the MEF block is 
modified with the decision and 180° phase shift module 
and is shown in Figure 6. 

 
Figure 6 Phase compensator integrated MEF 

4. Experimental study 

The proposed MEF is studied for two situations namely; 
(i) Low Frequency Motion Estimation (LFMEF) and (ii) 
High Frequency Motion Estimation (HFMEF). In both the 
cases, the human motion in the video input is varied and 
studied. The performance of the proposed MEF is inferred 
by computing the auto correlation and cross correlation 
values between the original motion picture and the MEF 
output. The trained weights for the two cases are given in 
Table 1. 

 
Table 1: Trained weights in low and high frequency of Motion 

Estimation 
 

Frequency Trained Weights 

Low Frequency 

0.948     -0.3207 
0.3206     0.9476 

High Frequency 

0.9945      0.1114 
-.0.1114    0.9942 

 
Also, the mean square error is obtained. The plots are 
shown in Figure 7(a), 7(b) and 7(c) respectively. 

 

 
Figure 7(a) Auto Correaltion at LFMEF and HFMEF 

 

 
Figure 7(b) Cross Correaltion at LFMEF and HFMEF 
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Figure 7(c) Mean Square Error at LFMEF and HFMEF 

5. Results and Discussion 

Case (i): Low Frequency MEF 
 
In this section, the tracking of human motion and the 
estimated MEF output in polar coordinates is obtained and 
the corresponding coordinate plot of the human motion is 
shown in Figure 8(a) and Figure 8(b) respectively. It can 
be inferred from the plot that the MEF performs vector 
tracking effectively and is ideal for low frequency motion 
estimation. 

 
 

 
Figure 8(a) Original human motion at low frequency in polar coordinates 

 
 

 
Figure 8(b) Estimated human motion at low frequency in polar 

coordinates 

Case (ii): High Frequency MEF 
 
In this section, the tracking of human motion and the 
estimated MEF output in polar coordinates is obtained and 
the corresponding coordinate plot of the human motion is 
shown in Figure 9(a) and Figure 9(b) respectively. It can 
be inferred from the plot that the MEF performs vector 
tracking less effectively and is constrained for high 
frequency motion estimation. However, using the phase 
compensator of Figure 6 this mismatch can be removed. 

 
Figure 9(a) Original human motion at high frequency in polar coordinates 

 

 
Figure 9(b) Estimated human motion at high frequency in polar 

coordinates 

5.1 Inference from results 

From the results it is inferred that the performances of 
MEF depends on the rate of change of human motion. At 
low frequency, the estimated output matches in both phase 
and magnitude, whereas at high frequency, an undesirable 
phase change is introduced. This is reflected in Figure 9(b) 
when compared with Figure 9(a). 

6. Conclusion 

In this work, an adaptive motion estimation filter is 
proposed for a human motion estimation using polar 
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coordinate projection. The filter is designed to reconfigure 
itself and provide real-time noise cancellation. The result 
obtained is satisfactory and show the validity of the 
approach to adaptive noise separation and motion 
estimation. The designed MEF filter can track the true 
variations of the motion pictures with minimal mean 
square error. The architecture shall be implemented as a 
reconfigurable fabric in a pipelined fashion (improved 
speed). 
 
 
 
 

References 
[1] D. M. Gavrila, “The Visual Analysis of Human Movement: 

A Survey”, Computer Vision and Image Understanding Vol. 
73, No. 1, January, pp. 82–98, 1999. 

[2] R. Rosales and S. Sclaroff, “Learning and synthesizing 
human body motion and posture,” in Proceedings of the 4th 
IEEE International Conference on Automatic Face and 
Gesture Recognition, pp. 506–511, Grenoble, France, 2000. 

[3] Thomas B. Moeslund and Erik Granum, “A Survey of 
Computer vision-based human motion capture”, Computer 
Vision and Image Understanding 81, 231–268, 2001. 

[4] Karlsson, H., Nygards, J., “Robust and efficient tracking in 
image sequences using a kalman filter and an affine motion 
model”, in proceedings of 2002 IEEE/RSJ International 
Conference on Intelligent Robots and Systems, pages 98–
104, 2002. 

[5] G. Mori and J. Malik, “Estimating human body 
configurations using shape context matching,” in Lecture 
Notes in Computer Science: Computer Vision-ECCV, A. 
Heyden, G. Sparr, M.Nielsen, and P. Johansen, Eds., pp. 
150–180, Springer, Berlin,Germany, 2002. 

[6] Shaohua Zhou, Rama Chellappa, Baback Moghaddam, 
“Visual Tracking and Recognition Using Appearance-
Adaptive Models in Particle Filters”, IEEE Transactions on 
Image Processing, 13:11, pp. 1491-1506, 2004. 

[7] M. J. Park, M. G. Choi, Y. Shinagawa, and S. Y. Shin, 
“Video-guided motion synthesis using example motions,” 
ACM Transactions on Graphics, vol. 25, no. 4, pp. 1327–
1359, 2006. 

[8] R. Poppe, “Vision-based human motion analysis: an 
overview,” Computer Vision and Image Understanding, vol. 
108, no. 1-2, pp. 4–18, 2007. 

[9] A. Kanaujia, C. Sminchisescu, and D. Metaxas, 
“Semisupervised hierarchical models for 3D human pose 
reconstruction,” in Proceedings of the IEEE Computer 
Society Conference on Computer Vision and Pattern 
Recognition (CVPR ’07), pp. 1–8, Minneapolis, Minn, USA, 
June 2007. 

[10] Minyoung Kim, Sanjiv Kumar, Vladimir Pavlovic and 
Henry Rowley, “Face Tracking and Recognition with Visual 
Constraints in Real-World Videos”, IEEE Transactions, 
2008. 

[11] Lili Nurliyana Abdullah and Shahrul Azman Mohd Noah, 
“Integrating Audio Visual Data for Human Action 
Detection”, Fifth International Conference on Computer 
Graphics, Imaging and Visualization, IEEE Transactions, 
2008. 

[12] Alexander Jungmann, Claudius Stern, Lisa Kleinjohann and 
Bernd Kleinjohann, “Increasing motion information by 

using universal tracking of 2D-features”, IEEE Transactions, 
2010. 

[13] Xu Zhao, Yun Fu, and Yuncai Liu, “Human Motion 
Tracking by Temporal-Spatial Local Gaussian Process 
Experts”, IEEE Transactions on Image Processing, 2010. 

[14] Shingo Kagami, “High-Speed Vision Systems and 
Projectors for Real-Time Perception of the World”, IEEE 
Transactions, 2010.  

[15] Dung M. Chu and Arnold W.M. Smeulders, “Thirteen Hard 
Cases in Visual Tracking”, in Seventh IEEE International 
Conference on Advanced Video and Signal Based 
Surveillance, 2010. 

[16] Xiling Luo, Yan Huang, “Visual tracking with Singular 
Value Particle Filter”, IEEE International Workshop on 
Machine Learning for Signal Processing (MLSP),  August 
29 – September 1, 2010. 

[17] Shingo Kagami, “High-Speed Vision Systems and 
Projectors for Real-Time Perception of the World”, IEEE 
Transactions, 2010.  

[18] Dung M. Chu and Arnold W.M. Smeulders, “Thirteen Hard 
Cases in Visual Tracking”, in Seventh IEEE International 
Conference on Advanced Video and Signal Based 
Surveillance, 2010. 

[19] Xiling Luo, Yan Huang, “Visual tracking with Singular 
Value Particle Filter”, IEEE International Workshop on 
Machine Learning for Signal Processing (MLSP),  August 
29 – September 1, 2010. 

[20] Yinggying Zhu and Yanyan Zhu, “The Improved Gaussian 
Mixture Model Based on Motion Estimation”, Third 
International Conference on Multimedia Information 
Networking and Security (MINES), 2011, Pp. 46 – 504. 

 

Author’s Biography 
 
Balasubramaniyam Muthukumar received B.E (CSE) degree 
from Anna University, Chennai in the year 2005. M.Tech (CSE) 
with Gold Medal from Dr. MGR. University in the year 2007, 
and Distinction with Honors. Now Pursuing Ph.D in St. Peter’s 
University, Chennai. He has 7 Years of Teaching Experience. His 
area of interest is Image Processing, and Networks. He has 
published papers in International Journals, International 
Conferences and National Conferences and attended nearly 15 
National Workshops/FDP/Seminars etc., He is a member of ISTE, 
CSI, CSTA, Member of IACSIT and Member of IAENG. 
 
Dr.Sundaram Ravi received DEEE, A.M.I.E (ECE), and M.E 
(CS) degree in the year 1989, 1991 and 1994 respectively and the 
Doctorate degree from Anna University, Chennai in the year 
2004. He is having 18 years of teaching experience. His areas of 
interests are VLSI, Embedded Systems, Image Processing and 
Simulation and Modeling. He has published more than 40 papers 
in International / National Conferences and 30 in Journals. He is 
a member of IEEE and ISTE and Life member of IETE and 
IETUK. 


