
IJCSNS International Journal of Computer Science and Network Security, VOL.12 No.8, August 2012 
 

 
 

94

Manuscript received August 5, 2012 
Manuscript revised August 20, 2012 

A High Compression Deflate Algorithm for Video Stream 

Mrs. T. Arumuga Maria Devi1    Mr. S.Senthil Arumugam2   Mr.K.Dinesh3 
  

1,2,3Centre for Information Technology and Engg, Manonmaniam Sundaranar University, Tirunelveli. 
 

Abstract 
To reduce the redundancies in video frame sequence for the 
similarity between the current and the prior image, a new video 
coding algorithm based on zero-tree wavelet with  deflate 
compression algorithm is presented in this paper. This algorithm 
is the combination of Huffman coding and LZ77 used in video 
streams. With this algorithm, we obtain a new compression 
algorithm which increases the compressed ratio than arithmetic 
coding. 
Keywords: 
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1. Introduction 

Video compression is the main application of 
compression of video frames efficiently which is efficient 
for the transmission and storage in databases. According 
to the features of star-field video, LIU[8] exploited a zero-
tree wavelet algorithm with extremely high compression. 
In fact, LIU’s simple difference method is not always 
successful for there is more complicate content in most 
video sequence. This paper improved LIU’s motion 
detecting method using corner detection and matching 
algorithm [7]. This corner detection and matching 
algorithm gives an efficient result. After detecting the 
moving objects we are going to apply the deflate coding 
framework is presented which employs different strategy 
based on different video frames. Finally, the zero-tree 
wavelet coding method is used to for still image 
compression. With the algorithm we can realize the real-
time deflate compression of video streams with high 
compression rate. 
In section 2, the framework of the coding system is 
described. Then we introduce the motion matching 
method and compression scheme in section 3. And in 
section 4, the still image compression and edge modifying 
strategy are presented. Some experimental results and 
discussion are given in section 5 & 6. 

2 System framework 

The flow chart of coding and decoding is showed in 
Figure 1.  
The input of the system is the color video frames captured 
by camera. The image is transformed from RGB color 

space to YUVcolor space, and then coded in YUV color 
space. To improve the compression the weight of YUV is 
assigned as 4:2:2 considering the features of human vision.  
For the first frame of the video sequence, code the whole 
image with zero-tree wavelet transform and arithmetic 
coding algorithm. For the latter frames, find the target 
areas and the motion parameters by motion detecting from 
the current frame and the prior frame, code the whole 
image or only code the areas with zero-tree wavelet 
transform where motion parallax exists, and then send the 
arithmetic coding stream and motion parameters. 
The decoding process is adverse to the coding process. 

3. Motion detecting and coding strategy 

Wei-feng LIU et.al employed the corner detection and 
matching method [7] to calculate the motion parameters 
between current and prior frames. Then the current frame 
can be estimated combining the motion parameters and 
the prior frame. Comparing the current frame and its 
estimated frame, the target area that has distinct 
movement can be detected. Figure 2 shows the motion 
detecting example 
 

Figure 1. System Framework 

 
If the total target area is small, the real-time compression 
can be improved highly by just coding the areas only. In 
fact, the total target area is not always small. When the 
total target area is large, the performance improves little 
by only coding the areas than coding the whole image. 
Sometimes coding the target area too large has more time 
cost than coding the whole image does. Therefore it is no 
need to always code the  target area. 
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We defined a ratio γ and a threshold γthreshold  to decide 
when to code the target area or the whole image. Here 

 
When γ  is less than γthreshold code the target area only to 
get high compression. Otherwise, code the whole image. 
Figure 3 shows the different examples of the target area. 
 
According to the definition γthreshold and 　 γ above, 0 ≤ γ 

(　  γthreshold ) ≤ 1 　 .When γthreshold =0,that means code the 
whole image for every frame, the performance plays the 
same as the still image compression. When γthreshold =1that 
means always code the target area. The compression will 
be improved most but there may be some more time cost 
for some frames. So the γthreshold should be set based 　 on 
different requirement. In experiment, we found that the 
compression can be improved 30%~50%without more 
time cost when we set γthreshold = 0.3.  

4. Zero-tree wavelet and edge Modification 

As an advanced transform technique wavelet transform is 
a method about temporal-frequency analysis, and is 
superior in local quality both in spatial field and 
frequency field. The wavelet coefficients of image have 
some merits on statistical quality (Figure 4. There are 
some coding methods using wavelet, such as DPCM [5] 
and VQ [6]. 
Zero-tree is a data structure, it is based on the hypothesis 
that if a wavelet coefficient at coarse scale is insignificant 
with respect to a given threshold T, then all wavelet 
coefficients of the same orientation in the same spatial 
location at finer scales are likely to be insignificant with 
respect to T. Empirical evidence suggests that this 
hypothesis is often true [3]. Consider the distributing 
character of the coefficients, the right scanning order 
should bring as many zero-tree roots as possible to 
compressing the code. Then the scanning order starts from 
coarse scale to finer scale (Figure 4). In other words, the 
child can’t come into being before his parent. 
 

 

Figure 4. Parent-child dependencies of the sub-bands and the scanning 
order of the sub-bands 

We think that the zero-tree method accord more with the 
character of the wavelet coefficients. Therefore the zero-
tree code method [2][3] is employed to improve high 
compression. The area of target area detected is usually 
small, the decoding image block may have a little edge 
artifacts. It can be ignored in large images, but not 
allowed in small images. Here we adjust the target area 
before it is coded. Take off the edge artifacts when 
decoding the image block (Figure 5), then it can achieve 
the high fidelity. 
 
 
 
 
 
 
 
 

Figure 5. The modifying of the edge: outer rectangle is the coding field; 
the inner is for rebuilding. 

5. Deflate Compression algorithm 

Deflate is a lossless data compression algorithm that uses 
a combination of the LZ77 algorithm and Huffman coding. 
Deflate is widely thought to be free of any subsisting 
patents, and at a time before the patent on LZW (which is 
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used in the GIF file format) expired, this has led to its use 
in gzip compressed files and PNG image and video files, 
in addition to the ZIP file format for which Katz 
originally designed it. [9]  
 
A. Stream format 
A Deflate stream consists of a series of blocks. Each 
block is preceded by a 3-bit header:  
(1) 1-bit: Last block in stream marker:  
(a) 1: this is the last-block in the stream.      
 (b)  0: there are more blocks to process after this one.  
(2) 2-bits: Encoding method used for this block type:  
(a) 00: a stored/raw/literal section follows, between 0 and 
65,535 bytes in length.  
(b) 01: a static Huffman compressed block, using a pre-
agreed Huffman tree.  
(c) 10: a compressed block complete with the Huffman 
table supplied. 
(d) 11: reserved, don't use. 
Most blocks will end up being encoded using method 10, 
the dynamic Huffman encoding, which produces an 
optimized Huffman tree customized for each block of data 
individually. Instructions to generate the necessary 
Huffman tree immediately follow the block header. 
Compression is achieved through two steps 
 The matching and replacement of duplicate 
strings with pointers. 
 Replacing symbols with new, weighted symbols 
based on frequency of use. 
 
B. Duplicate string elimination 
Within compressed blocks, if a duplicate series of bytes is 
spotted (a repeated  string), then a back-reference is 
inserted, linking to the previous location of that identical 
string instead. An encoded match to an earlier string 
consists of a length (3–258 bytes) and a distance (1–
32,768 bytes). Relative back-references can be made 
across any number of blocks, as long as the distance 
appears within the last 32 kB of uncompressed data 
decoded (termed the sliding window). 
 
C.Bit reduction 
The second compression stage consists of replacing 
commonly-used symbols with shorter representations and 
less commonly used symbols with longer representations. 
The method used is Huffman coding which creates an 
unprefixed tree of non-overlapping intervals, where the 
length of each sequence is inversely proportional to the 
probability of that symbol needing to be encoded. The 
more likely a symbol has to be encoded, the shorter its 
bit-sequence will be. 
A tree is created which contains space for 288 symbols: 

 0–255: represent the literal bytes/symbols 0–255. 

 256: end of block – stop processing if last block, 
otherwise start processing next block. 

 257–285: combined with extra-bits, a match 
length of 3–258 bytes. 

 286, 287: not used, reserved and illegal but still 
part of the tree. 

A match length code will always be followed by a 
distance code. Based on the distance code read, further 
"extra" bits may be read in order to produce the final 
distance. The distance tree contains space for 32 symbols: 

 0–3: distances 1–4 
 4–5: distances 5–8, 1 extra bit 
 6–7: distances 9–16, 2 extra bits 
 8–9: distances 17–32, 3 extra bits 
 26–27: distances 8,193–16,384, 12 extra bits 
 28–29: distances 16,385–32,768, 13 extra bits 
 30–31: not used, reserved and illegal but still part of 
the tree. 
D. Encoder/compressor 
During the compression stage, it is the encoder that 
chooses the amount of time spent looking for matching 
strings. The zlib/gzip reference implementation allows the 
user to select from a sliding scale of likely resulting 
compression-level vs. speed of encoding. Options range 
from -0 (do not attempt compression, just store 
uncompressed) to -9 representing the maximum capability 
of the reference implementation in zlib/gzip. 
Other Deflate encoders have been produced, all of which 
will also produce a compatible bitstream capable of being 
decompressed by any existing Deflate decoder. Differing 
implementations will likely produce variations on the final 
encoded bit-stream produced. The focus with non-zlib 
versions of an encoder has normally been to produce a 
more efficiently compressed and small encoded stream. 
 
Some Experimental Results 
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6. Conclusion 

It is presented to reduce the redundancies in video frame 
sequence for the similarity between the current and the 
prior image, a new video coding algorithm based on zero-
tree wavelet with  deflate compression algorithm is 
presented in this paper. This algorithm is the combination 
of Huffman coding and LZ77 used in video streams. With 
this algorithm, we obtain a new compression algorithm 
which increases the compressed ratio than arithmetic 
coding and the performance is more effective.  
In[8],compression rate-149.9 was achieved. Here, 
proposed technology achieved compression rate-
153.3.Thus the proposed technique is achieved the high 
compression rate. 
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