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Summary
The power consumption of modern high-performance processors is becoming a major concern because it leads to increased heat dissipation and decreased reliability. A heterogeneous multiprocessor (HeMP) system consists of several heterogeneous processors each would have the capability of producing better energy saving performance. The problem of minimizing the energy consumption without missing deadlines has become an important issue in constructing low-power real-time HeMP systems. Each processor may have its own instruction-set architecture, specially designed to provide the best performance for a particular category of applications. Here pruning-based algorithm is used to obtain the optimal solution and a heuristic algorithm is also proposed to derive an approximate solution. Each processor’s speed is determined by its final workload. In simulations, we model more than a couple dozens of off-the-shelf embedded processors including ARM processor and TI DSP. The results show that the pruning-based algorithm reduces the time needed to derive the optimal solution by at least 98%, compared with the exhaustive search.
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1. Introduction

The HeMP architecture is commonly adopted by real-time embedded systems, in which each task must complete before its deadline. Examples are embedded control [1]–[3] and multimedia systems [4], [5]. Energy consumption is one of the critical factors in designing battery-operated systems, such as portable personal computing and communication devices.

To reduce system energy consumption, supply voltage reduction is the most powerful technique since power is a quadratic function of the voltage. Recent advances in power supply circuits have enabled systems to operate under dynamically varying supply voltages. In such an environment, the speed of the system can be dynamically controlled. In recent years, processor performance has increased at the expense of drastically increased power consumption. Thus heat dissipation has become a major problem because it requires more expensive packaging and cooling technology and decreases reliability especially for multi-processor systems. In order to reduce heat dissipation and to increase reliability, many hardware and software techniques have been proposed to lower processor power consumption. Processors running on multiple supply voltages (i.e., multiple power levels) have become available in recent years making power management at the processor level possible. Using this feature, several software techniques have been proposed to adjust the supply voltage, especially in the area of mobile computing where devices are battery operated and have a restricted power budget.

1.1 Models and Power Management

Our HeMP system consists of m heterogeneous processors. They are c1, c2, . . . , cm. Adopt a commonly used energy model in which the power consumption of cj at speed yj, denoted by Pj(yj), is determined by

\[ P_j(y_j) = k_j y_j^3 + q_j \]  \hspace{1cm} (1)

Goal is to develop a feasible schedule that minimizes the total energy consumption of this system. The task model includes a set of periodic real-time tasks

\[ p = \min \sum_{j=1}^{m} E_j(y_j) \]  \hspace{1cm} (2)

Let T be the set of n periodic tasks, \{τ1, τ2, . . . , τn\}. Each periodic task ti is a sequence of jobs released at constant intervals called periods.

Moreover, the job of each task must be completed before the next job of the task is released. All tasks are independent and preemptible.

2. Related Works

2.1 Dynamic Reclaiming Algorithm

Though the static scheme can be shown to be optimal under a worst-case workload, it is known that, in many cases, the instances of real-time tasks complete earlier than under the worst-case scenario [4]. A trivial remedy would be to shutdown the processor when there are no ready tasks. However, this technique is clearly suboptimal.
because of the convexity of the power consumption function: It is always more energy-efficient to transfer unused CPU time to other tasks by reducing their speeds whenever possible. The dynamic reclaiming algorithm we present in this section is based on detecting early completions and adjusting (reducing) the speed of other tasks on-the-fly in order to provide additional power savings while still meeting the deadlines. To this aim, we perform comparisons between the actual execution history and the canonical schedule Scan, which is the static optimal schedule in which every instance presents its worst-case workload to the processor and runs at the constant speed S. The CPU speed is adjusted only at task dispatch times: Thus, we should be able to say whether the task is being dispatched earlier than under Scan and, if so, determine the amount of additional CPU time the dispatched task can safely use to slow down its execution; we will refer to this additional CPU time as the earliness of the dispatched task.

2.2 Overview of PBA

Initially, the current best task partition is empty, and its energy consumption is infinite. PBA first does a variable-based pruning to remove some binary variables. It next traverses the pruned tree from the root node $v_0$. At each node $v_i$, PBA estimates the energy lower bound of each $v_i$'s children and first visits the node with the lowest lower bound. Two pruning rules are used to speed up the tree traverse. One is energy-based pruning, which prunes the branch whose energy lower bound is higher than the current best solution. The other is speed-based pruning, which removes the branch when a processor's speed exceeds its maximum speed. When reaching a leaf node, a local optimization algorithm, named Max Reduction, is adopted to find the best task partition $x$ in the neighborhood of the obtained task partition $x$.

The workload of processor can be calculated by using this formula:

$$W_{\phi} = \sum_{j=1}^{m} r_j + \sum_{t_i \in \theta_{\phi}} l_i$$

(3)

Table 1: Utilization Factor Of Processor

<table>
<thead>
<tr>
<th>Task Number</th>
<th>2 processors</th>
<th>4 processors</th>
<th>6 processors</th>
<th>8 processors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6 8 10 12 14</td>
<td>5 5 6 6 5</td>
<td>7 8 9 8 9</td>
<td>10 11 12 14 13 12</td>
</tr>
</tbody>
</table>

There exist task sets with a total utilization slightly greater than and arbitrarily close to 1 that are unschedulable on a system with $m$ processor cores.

2.3 Optimal Voltage Schedule

The basic idea of this approach is to transform the complicated problem of determining the optimal voltage schedule to an easier problem: finding the consumption among the optimal voltage schedules for a number of primary job sets.

2.4 Scheduling Algorithm

A number of real-time scheduling algorithms have been proposed for a HoMP system [2, 4]. The Proportionatefair (Pfair) algorithm, provides an optimal real-time schedule for periodic tasks. This algorithm, however, considers no energy consumption and cannot be used in a low-power system. It proposed a method for finding the optimal number of processors on which a given set of periodic tasks the minimum energy consumption. Chen et al. [4] optimally bounds the energy consumption for a set of frame-based tasks, each of which has different power characteristics. All these algorithms focused their discussion on HoMP systems. Without considering that a task may have different execution times on heterogeneous processors, these algorithms cannot be directly applied on HeMP systems.

3. Experimental Results

In this section, we compare the performance of our work with the proposed work in [12] and [13]. We conducted a series of simulations to demonstrate the effectiveness of our algorithms in delivering the optimal energy-saving performance. There are nearly 30 processors modelled in our simulations. These processors include general-purpose embedded processors, such as ARM9, ARM10, and ARM11, and DSP processors, such as TMS320C and TMS320D. The adjusted switched capacitance of each processor is obtained from the official website of ARM and TI and is summarized in Table I. We evaluate our algorithms on a simulated HeMP system consisting of 2, 4, 6, and 8 processors, each of which is randomly chosen from the list of modelled processors.

We vary the workload by changing the number of tasks and each task has an execution cycle count between 1,000 and 3,000. For each configuration, we ran simulations for 30 times and took the average value for comparison. We use kX3 to denote the kX3-Partition algorithm. We use List to denote a commonly-used HoMP low-power scheduling algorithm that dispatches a task to a least loaded processor [1, 11, 5].
3.1. DSK Hardware

The above figure shows the block diagram of the TMS320C6713 DSK hardware. The heart of the DSK is the TMS320C6713 DSP chip which runs at 225 MHz. The DSP is in the center of the block diagram and connects to external memory through the EMIF interface. There are several devices connected to this interface. One device is a 16 Mbyte SDRAM chip. This memory, along with the internal DSP memory, will be where code and data are stored. On the DSK board there is a TLV320AIC23 (AIC23) 16-bit stereo audio CODEC (coder/decoder). The chip has a mono microphone input, stereo line input, stereo line output and stereo headphone output. These outputs are accessible on the DSK board. The AIC23 figure 1 shows a simplified block diagram of the AIC23 and its interfaces. The CODEC interfaces to the DSP through its McBSP serial interface. The CODEC is a 16-bit device and will be set up to deliver 16-bit signed 2’s complement samples packed into a 32-bit word. Each 32-bit word will contain a sample from the left and right channel in that order. The data range is from - to (-1) or -32768 to 32767.

3.2. Simulation setup

There are various versions of CCStudio in current circulation, each has difference between the other versions of CCStudio. These differences affect what processors are available to debug, how code is to be run, and how projects are compiled. Depending on your version of CCStudio there may be additional steps you will have to take to ensure your own projects will run correctly. The latest version ( CCStudio v3.1 Platinum ) merges support for all DSP platforms (C6000, C5000, C2000, and OMAP) into one application.

3.3. DSP PLATFORMS

The most obvious change in CCStudio, is that the latest version supports all the DSP platforms, while earlier versions of CCStudio were developed to support only one DSP platform. Table II is a list of the previous CCStudio versions and what each supported. The main function will be executed and the program will leave the main function. After the main function executes the TSK0 object is schedule and the tsk0 function is executed. Both functions print to the trace LOG object. The output can be viewed in the Printf Logs window. The profile statistics of C2000 processor is shown in figure 4.

4. CONCLUSION

In this paper, we explored the scheduling of real-time tasks on a heterogeneous platform with energy minimization as a goal. Our heuristic offers a high success rate and significantly improves the state of the art heuristics, especially for small task sets. Our algorithm is stable in its results when exploring different task sets and platforms of different heterogeneities. Our experiments also evaluate the importance of the order in which the tasks are selected for scheduling. Furthermore, we have shown how to improve the results by combining two heuristics and how to improve the success rate by using the sensitivity of the scheduler to the tightness of the constraint. Our scheduling strategy relies on a kernel composed of independent tasks and use
software-pipelining to build this kernel of independent tasks. However, this can create a problem because it increases the pressure on cache and memory traffic. Because now several items are in-flight at the same time. For hard real-time systems missed deadlines are unacceptable. In this case, the worst-case computation time can be used, resulting in a schedule that meets timing constraints but is not always energy-optimal.

For the voltage setup problem, existing work focused on a one-processor system and has provided a couple of solutions for both the single-level and the multi-level problems. Our work is the first one that addresses the multi-processor voltage setup problem. We started with the HeMP single level problem in this paper. Currently, we are extending our discussion to solve the HeMP multi-level problem.
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