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Summary 
Wireless Sensor Networks (WSNs) consists of low-cost and 
multifunctional resources constrain nodes that communicate at 
short distances through wireless links. It is open media and 
underpinned by an application driven technology for information 
gathering and processing. It can be used for many different 
applications range from military implementation in the battlefield, 
environmental monitoring, health sector as well as emergency 
response of surveillance. With its nature and application scenario, 
security of WSN had drawn a great attention. It is known to be 
valuable to variety of attacks for the construction of nodes and 
distributed network infrastructure. In order to ensure its 
functionality especially in malicious environments, security 
mechanisms are essential. Malicious or internal attacker has 
gained prominence and poses the most challenging attacks to 
WSN. Many works have been done to secure WSN from internal 
attacks but most of it relay on either training data set or 
predefined threshold. Without a fixed security infrastructure a 
WSN needs to find the internal attacks is a challenge. Normally, 
internal attack’s node behavioural pattern is different from the 
other neighbours, called “good nodes,” in a system even 
neighbour nodes can be attacked. In this paper, we have proposed 
a new approach for detecting internal attack by using Mrakov 
Chain Monte Carlo (MCMC). It is an efficient real time algorithm. 
It is good for sensor network as it operates with no or incomplete 
classification information. Our result shows the output of the 
internal attacker evaluation. 
Key words:  
Wireless Sensor Network (WSN), internal attack, Markov Chain 
Monte Carlo, Security.   

1. Introduction 

A Wireless Sensor Network (WSN) consists of a large 
number of low-cost, low-power, multifunctional and 
resource-constrained sensor nodes with each sensor node 
consisting of sensing, data processing, and communicating 
components; these nodes can operate unattended for long 
durations. Sensor networks are designed with the flexibility 
to withstand harsh environmental conditions. These are 
networks of wireless interconnected smart devices designed 
and deployed to retrieve sensor data of interest from their 
host environments. Sensor nodes perform measurements of 
some physical phenomena, collect and process data, 
communicate with other peers or a central information 

processing unit, the sink. These nodes are capable of 
sensing various phenomena, such as Pressure, Temperature, 
Humidity, Position, Velocity, Acceleration, Force, 
Vibration, Proximity, Motion, Biochemical agents, 
etc.[1][2][3][4][5][6][7] They are capable of processing 
textual, voice and video data making them very useful. 
According to the applications the deployment strategy is 
decided [8]. When the environment is unknown or hostile 
such as remote harsh fields, disaster are as toxic 
environment the deployment usually done by scatter by a 
possible way, sometimes by small an aircraft.  Thus the 
position of the sensor nodes may not be known in advance. 
In the post deployment the sensor nodes perform self-
organization mechanism to set up the network by 
determining the neighbor and setting up the routing table 
by themselves in an autonomous way. A typical WSN 
shown in Figure 1. 

 

 
Figure 1. A typical WSN 

 
In all communication networks including WSN, security 
provisioning is a critical requirement. Security in the 
wireless sensor network is challenging and important task 
because of its characteristics that includes open nature of 
wireless medium, unattended operation, limited energy, 
memory, computing power, communication bandwidth, and 
communication range. Hence, it is more susceptible to the 
security attack in comparing to the traditional wired 
network. The security of WSN can be investigated in in 
different perspectives, for example WSN attacks can be 
classified as two major categories: external and internal 
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attacks according to the domain of attacks [8]. External 
attack is defined as the attack does not belong to the 
network and it does not have any internal information about 
the network such as cryptographic information. When a 
legitimate node of the network acts abnormally or illicit way 
it is consider as a suspect of an internal attack. It uses the 
compromised node to attack the network which can destroy 
or disrupt the network easily. In this paper we focus on the 
internal attacks.  
Considering the characteristics of WSN many algorithms 
have developed for the secure functionality of WSN. Most 
of the work has focused on the pair wise key establishment, 
authentication access control and defence against an attack. 
Most importantly those works mainly focused on the 
traditional cryptographic information, data authentication in 
order to build the relationships among the sensors. But, the 
cryptographic methods sometimes are not very efficient and 
effective. The unreliable communications through wireless 
channel can make the communication technique vulnerable 
by allowing the sensor nodes to compromise and release the 
security information to the adversary [9]. The compromised 
entity of the network appears as a legitimate node.  So it is 
easy for the adversary to launch the internal attacks. When 
internal attack occurs for a node, this node will behave 
abnormally such as tampering the massage from other 
member, dropping the data or broadcast excessive data.  
Although WSN shares many properties with Wireless ad 
hoc network and may require similar techniques such as 
routing protocols but in certain cases it directly prohibit 
using the protocols proposed in wireless ad hoc network. 
Thus, the characteristics and architecture differs as well. To 
demonstrate this issue, the dissimilarities between the WSN 
and wireless ad hoc network are summarized: [10] 
 

• The number of sensor nodes (hundreds or thousands 
nodes) in a WSN can be several orders of magnitude higher 
than the nodes in an ad hoc network. 

• Sensor nodes are densely deployed, so multiple sensors 
can perform to measure the same or similar physical 
phenomenon. 

• Sensor nodes are prone to failures because of battery 
exhaustion and hostile environment. 

• The topology of a sensor network changes very 
frequently caused by node failure. 

• Sensor nodes mainly use a broadcast communication 
paradigm, whereas most ad hoc networks are based on 
point-to-point communications. 

• Sensor nodes are limited in power, computational 
capacities, and memory. 

• Sensor nodes may not have global identification (ID) 
because of the large amount of overhead and large number 
of sensors. 
 
The unique properties and characteristics of WSN need to 
be considered in order to secure the WSN. Many algorithms 
have developed for the secure functionality of WSN. Most 
of the work has focused on the pair wise key establishment, 
authentication access control and defense against attack. 

Most importantly those works mainly focused on the 
traditional cryptographic information, data authentication in 
order to build the relationship between the sensors. 
However, the unreliable communications through wireless 
channel made the communication technique vulnerable by 
allowing the sensor nodes to compromise and release the 
security information to the adversary [11]. The 
compromised entity of the network acts as a legitimate node.  
So it is easy for the adversary to perform the internal attacks. 
When internal attack occurs for a node, this node will 
behave abnormally such as tampering the massage from 
other member, dropping the data or broadcast excessive 
data.  
So far, not much attention has been given to protect the 
network from the internal attack. In this paper, we have 
used MCMC- MH algorithm to detect the internal attack of 
WSN. With the MCMC method, it is possible to generate 
samples from an arbitrary posterior density and to use these 
samples to approximate expectations of quantities of interest. 
[12]Moreover, it works in real time by constricting the 
sample chain and compute the changes and come up with a 
acceptance ratio. We decide the internal attacker based on 
the acceptance ratio.. 
The paper is organized as follows: section 2 is comprised 
of the applications of WSN  overview of Main type of 
Internal Attacks discussed in section 3 followed by the 
related work in section 4. Section 5 is network assumption 
and method. This section covers the details of internal 
attacker identification process. The efficiency of the 
framework is presented in Result section in section 6 
followed by conclusion in section 7. 

2. Applications of WSN 

WSNs can be used in large number of different 
applications based on the category of the sensors. Even 
though WSN was originated for military application but 
recently it’s implemented in several civil sector as well. 
They are used in commercial and industrial applications to 
monitor data that would be difficult or expensive to 
monitor using wired sensors. They could be deployed in 
wilderness areas, where they would remain for many years 
(monitoring some environmental variable) without the need 
to recharge/replace their power supplies. They could form a 
perimeter about a property and monitor the progression of 
intruders (passing information from one node to the next).  
Typical applications of WSNs include monitoring, tracking, 
and controlling. Some of the specific applications are 
habitat monitoring, object tracking, nuclear reactor 
controlling, fire detection, traffic monitoring, etc. In a 
typical application, a WSN is scattered in a region where it 
is meant to collect data through its sensor nodes. WSNs 
have been investigated. e.g, [13]  
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• Environmental monitoring 
• Habitat monitoring 
• Acoustic detection 
• Seismic Detection 
• Military surveillance 
• Inventory tracking 
• Medical monitoring 
• Smart spaces 
• Process Monitoring 

3. Main Types of Internal Attacks in WSN 

Simple sensor nodes are usually not well physically 
protected due to they are cheap and are always deployed in 
open or even in hostile environments where they can be 
easily captured and compromised, hence, an adversary can 
extract sensitive information, control the compromised 
nodes and let those nodes service for the attackers. The 
attacks are involved in corrupting network data or even 
disconnecting major part of the network. The compromised 
node holds the following characteristics [14]: 
 

 It usually runs some malicious code that is 
different from the code running on a legitimate 
node and seeks to steal information from the 
sensor network or disrupt its normal function. 

 Node uses the same radio frequency as the other 
normal sensor nodes so that it can communicate 
with them. 

 Node is authenticated and participates in the 
sensor network. Since secure communication in 
sensor networks is encrypted and authenticated 
using cryptographic keys, compromised nodes 
with the secret keys of a legitimate node can 
participate in the secret and authenticated 
communication of the network. 

 
It is obviously that the compromised nodes are more 
dangerous as the adversary can easily obtain the access 
information from the cryptographic information and then to 
make further attacks with the trust of other sensors. This 
type of attack is difficult to break or stop. That is why it has 
become a challenging task to secure WSN from internal 
attack. 
In many applications, the data obtained by the sensing 
nodes needs to be kept confidential and it has to be 
authentic. In the absence of security a false or malicious 
node could intercept private information, or could send false 
messages to nodes in the network. The major attacks are: 
Denial of Service (DOS), Worm hole attack, Sinkhole 
attack, Sybil attack, Selective Forwarding attack, Spoofed 
and Altered, or Replayed routing information, Hello flood 
attack, flooding attack. Based on the Opes System 
Interconnect (OSI) model the attack can be tabulated in 
table 1 [15]: 

Table 1: Layer Based Security Attacks [16] 
Layer Attacks 

Physical layer Jamming, Tampering, Sybil Attack 

Data Link Layer 
Collision, Sybil Attack, Spoofing and 
Altering Routing Attack, Replay 
attack 

Network Layer 

Internet smart attack, Sybil Attack, 
Blackhole Attack, Spoofing and 
Altering Routing Attack, wormhole 
attack, selective forwarding attack, 
Hello Flood Attack. 

Transport Layer Flooding Attack, Desynchronisation 

Application Spoofing and Altering Routing 
Attack, False Data Injection, 

 
1. Denial of Service (DoS) attacks 
Denial of service attack is an explicit attempt to prevent the 
legitimate user of a service or data. The common method of 
attack involves overloading the target system with requests, 
such that it cannot respond to legitimate traffic. As a result, 
it makes the system or service unavailable for the user. The 
basic types of attack are: Jamming, Tapering, collision, 
Homing, flooding, etc.  If the sensor network encounters 
DoS attacks, the attack gradually reduces the functionality 
as well as the overall performance of the wireless sensor 
network. Projected use of sensor networks in sensitive and 
critical applications makes the prospect of DoS attacks 
even more alarming. In WSN several types of Dos Can be 
performed in different layers which tabulated in the table 2 
[15] 
 

Table 2: Layer Based DoS attack [17] 
Layer Attacks 

Physical layer Jamming, Tampering 
Data Link Layer Collision, Exhaustion 
Network Layer Misdirection 
Transport Layer Desynchronisation 

Application Layer Path Based DoS 
 
The discussed attacks are linking some terminologies that 
are defined as follows [16][17]:  
Jamming: Jamming is a popular Denial of Service (DOS) 
attack. In this attack the attacker attempts to jam the 
frequencies of the radio used for communication between 
the nodes in the network. In this attack, an adversary may 
use e few nodes in strategic positions to effectively jam 
most of the communications inside the network. In essence, 
an attacker needs only a few nodes in order to disseminate a 
large network. 
Tampering: Because of the nature of wireless sensor 
networks, an adversary could easily get physical access to 
the sensor nodes. This may enable an attacker to 
compromise sensor nodes in a DOS like manner 
Collision: This is a DOS attack, where a node induces a 
collision in some small part of a transmitted packet. The 
packet will then fail the checksum check, because of the 



IJCSNS International Journal of Computer Science and Network Security, VOL.13 No.3, March 2013 
 
26 

changes brought on by the collision, and the receiver node 
will then ask for a retransmission of the packet. 
Exhaustion: This attack is a collision attack taken a bit 
further. A malicious node may conduct a collision attack 
repeatedly in order to exhaust the power supply of the 
communicating nodes. 
Misdirection: In this attack a malicious node, that is part of 
a route, can instead of dropping packets, quite simply send 
them on a different path where there does not exist a route 
to the destination. The malicious node can do this for certain 
packets, or all packets. 
Desynchronisation: it can disrupt an existing connection 
between two end points. Adversary transmits forget packet 
with bogus sequence number or control flag to degrade or 
prevent the exchange of data.   
Path based DoS: An adversary overwhelms sensor nodes by 
flooding a multihope end to end communication path with 
either replayed or injected false message to injected false 
message to waste secure energy resources. 

 
2. Wormhole attack 
 
Just like the theoretical wormholes in space, this attacker 
can send packets, routing information, ACK etc, through a 
link outside the network to another node somewhere else in 
the same network. This way an attacker can fool nodes into 
thinking they are neighbours, when they are actually in 
different parts of the network. This can also confuse routing 
mechanisms that rely on knowing distances between nodes. 
A wormhole attack can be used as a base for eaves dropping, 
not forwarding packets in a DOS like manner, alter 
information in packets before forwarding them etc. 

 
3. Sinkhole attack 

This is a DOS attack, where a malicious node advertises 
a zero cost route through itself. If the routing protocol in the 
network is a “low cost route first “protocol, like distance 
vector, other nodes will chose this node as an intermediate 
node in routing paths. The neighbours of this node will also 
chose this node in routes, and compete for the bandwidth. 
This way the malicious node creates a black hole inside the 
network. 

 
4. Sybil attack 

The Sybil attack targets fault tolerant schemes such as 
distributed storage, dispersity, multipath routing and 
topology maintenance. This is done by having a malicious 
node present multiple identities to the network. This attack 
is especially confusing to geographic routing protocols as 
the adversary appears to be in multiple locations at once 

 
5. Selective forwarding attack 

In this attack, malicious nodes can decide not to forward 
packets of certain types or to from certain nodes. Even 
though the protocol is completely resistant to the sinkholes, 
wormholes, and the Sybil attack, a compromised node has a 
significant probability of including itself on a data flow to 

launch this type of attack if it is strategically located near 
the source or a base station.  

 
6. Spoofing attack 

In this attack, a malicious node may be able to create 
routing loops, wormholes, black holes, partition the network 
and etc., by spoofing, altering or replaying routing 
information. 

 
7. Hello flood attack 

Many protocols require nodes to broadcast HELLO 
packets to announce themselves to their neighbours. A node 
receiving such a packet may assume that it is within the 
radio range of the sender but this assumption may be false.  
8. Flooding attack 

In this attack, a malicious node may send continuous 
connection requests to a victim node effectively flooding 
the victim’s network link 

Unlike traditional routing, where intermediate nodes just 
forward input packets, in network coding intermediate 
nodes actively mix or code input packets and forward the 
resulting coded packets.  The very nature of packet mixing 
also subjects   network coding systems to a severe security 
threat, knows as a pollution attack, where attackers inject 
corrupted packets into the network. Since intermediate 
nodes forward packets coded from their received packets, as 
long as least one of the input packets is corrupted, all output 
packets forwarded by the node will be corrupted. This will 
further affect other nodes and result in the epidemic 
propagation of the attack in the network. In [15], it 
addressed pollution attacks against network coding systems 
in wireless mesh networks.    

4. Related work 

Traditionally Internal attack detection by misbehavior has 
produced in the literature for peer to peer and ad hoc 
networks, but for WSN little work has been done. With the 
indication of misbehavior of the node we can find the 
internal attack in the network. So far, security using internal 
attack detection based on abnormal behavior or misbehavior 
not given much attention. Abnormal behavior (misbehavior) 
of the node has been proposed in different research but main 
focus was given on preventing and securing routing from 
attacks.   
Intrusion detection in Wireless sensor network is studied in 
[18][19], In [18] Zhang et al. proposed a scheme which is 
the first work on intrusion detection in wireless ad hoc 
networks. A new architecture is investigated for 
collaborative statistical anomaly detection which provides 
protection from attack on ad hoc routing. Silva et al. in [19] 
shows that an intrusion alarm is raised when number of 
failures exceeds a pre-defined threshold. This method the 
decision is made based on a simple summation of the rule 
whereas multiple rules have been defined.   
To detect abnormal behavior Staddon et al [20] proposed to 
trace the failed nodes in sensor networks at the base station 
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assuming that all the sensor measurement will be directed 
along the sinker based on the routing tree. In this work the 
sinker has the global view of the network topology and can 
identify the failed nodes through route update message and 
it is directional. 
Watchdog like technique is proposed in [21][22] and [23]. 
The purpose of the watchdog mechanism is to identify a 
malicious node by overhearing the communication of the 
next hop. This technique can detect the packet dropping 
attack by letting nodes listen to the next hope nodes 
broadcasting transmission. Normally, multiple watchdog 
work collaboratively in decision making and reputation 
system is necessary to provide the quality rating of the 
participants. 
Karlof and Wagner discussed attacks at the network layer in 
[24] and mentioned altered or replayed routing information 
and selective forwarding, node replication, Sybil attacks or 
black-grey-sink holes, and HELLO flooding. Some papers 
discussed various attacks in term of network’s resiliency, 
such as [25], they discussed how to keep WSN routing 
protocols as stateless as possible to avoid the proliferation 
of specific attacks and provide for a degree of random 
behaviour to prevent the adversary from determining which 
the best nodes to compromise are. They defined three items, 
namely (i) average delivery ratio, (ii) average degree of 
nodes, and (iii) average path length to describe the networks 
resiliency. Obviously, the more efficient and effective ways 
are needed. 
Unlike traditional routing, where intermediate nodes just 
forward input packets, in network coding intermediate 
nodes actively mix or code input packets and forward the 
resulting coded packets. The very nature of packet mixing 
also subjects   network coding systems to a severe security 
threat, knows as a pollution attack, where attackers inject 
corrupted packets into the network. Since intermediate 
nodes forward packets coded from their received packets, as 
long as least one of the input packets is corrupted, all output 
packets forwarded by the node will be corrupted.  This will 
further affect other nodes and result in the epidemic 
propagation of the attack in the network.  [26] addressed 
pollution attacks against network coding systems in wireless 
mesh networks.  They proposed a lightweight scheme, 
DART that uses time-based authentication in combination 
with random liner transformations to defend against 
pollution attacks. 
A few papers also address pollution attacks in internal flow 
coding systems use special crafted digital signatures [27][28] 
or hash functions [29][30].  Recently some papers discuss 
the preventing the internal attacks by related 
protocols[31][32]. 
Recently Game theory is commonly used to analyze 
wireless networks with selfish/attacker nodes. Reddy and Ma 
studied game theory based approach in [33][34], Reddy et al. 
approach in [33] using zero-sum game may find malicious 
sensor nodes in the forwarding path only.  This method 
need to maintain a certain level of energy. The proposed 
method in [34]not only improves the security of WSNs, but 
also reduces the cost caused by monitoring sensor nodes 

and prolongs the lifecycle of each sensor node. However, 
the method does not consider the effects of the selfishness 
of the sensor nodes, which can discard normal packets or 
not transfer normal packets in WSNs. 
Most of the existing related works are for ad hoc networks. 
With the differences in WSN and Wireless ad Hoc network 
the security mechanism for ad hoc network cannot protect 
WSN completely. Moreover, it is well know that most of 
existing mechanisms are based essentially on cryptographic 
primitives. In cryptographic approaches, the source uses 
cryptographic techniques to create and send additional 
verification information that allows nodes to verify the 
validity of coded packets. Polluted packets can then be 
filtered out by intermediate nodes. The proposed schemes 
rely on techniques such as homomorphic hash functions or 
homomorphic digital signatures. These schemes have high 
computational overhead, as each verification requires a 
large number of modular exponentiations. In addition, they 
require the verification information, such as hashes or 
signatures to be transmitted separately and reliably to all 
nodes in advance, which is normally difficult to achieve 
efficiently in wireless networks. 

5. Network assumptions and Method 

The system under consideration consists of an area of 
interest where region wise detection requirements are 
provided by the end user. We model the area of interest as a 
grid Ω of Nx× Ny points. The ratio of the detection to miss 
requirements at every point on the grid are ordered in two 
NxNy × 1 vector of the ratio of the probability, pd/ pm. 
There are two common sensing models found in literature, 
binary detection model and the exponential detection model. 
Both models share the assumption that the detection 
capability of a sensor depends on the distance between the 
sensor and the phenomena, or target to be detected. 
Following [25] notations we have the case that for the 
binary detection model, the probability of detection pd (t, s) 
is given as: 
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where rd is the detection radius and d(t, s) is the distance 
between the target’s position “t” and the sensor location “s” 
on a plane. The exponential model is a more realistic model, 
where the probability of detection corresponds to 





>
≤

=
−

d

d
std

d rstd
rstde

stp
),( if   0

),( if   
),(

),(α

 (2) 
where ∝ is a decay parameter that is related to the quality of 
a sensor or the surrounding environment.  In the exponential 
model of equation (2), even if a target is within the 
detection radius, there is a probability that it will not be 
detected, which means it will be missed. As this model is 
closer to the realistic case, we shall use this model. 
The process of linking individual sensors’ detection 
characteristic to the overall probability of detection 
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requirements on the grid is mathematically quantified using 
miss probabilities, pmiss = 1 − pd, where pd is the probability 
of detection.  The overall miss probability M(x, y) 
corresponds to the probability that a target at point (x, y) 
will be missed by all sensors, which is 

∏
Ω∈

=
),(

),()),(),,((),(
ji

jiu
miss jiyxpyxM

 (3) 
where u(i, j) represents the presence or absence of a 

sensor at the location (i, j) on the grid, and corresponds to  
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Taking the natural logarithm of the both sides in 
equation (3), we have 
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where m(x, y) is so-called the overall logarithmic miss 
probability at the point (x, y).  Thus we have the function 
b(x, y) as  





>
≤

=
d

dmiss

ryxd
ryxdyxp

yxb
))0,0(),,((   ,0

)0,0(),,((   ),0,0(),,((ln
),(

     (6) 
The overall logarithmic miss probabilities for all points 

on the grid can be arranged in a vector m of dimension 
NxNy × 1 that corresponds to equation (7) as shown below: 
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and    m = Bu     (7) 
 The ((i -1)Ny + j)-th element of u indicates the number 

of sensors deployed at point (i, j) on the grid. The matrix B 
is of dimension NxNy × NxNy, and it contains  

}),(,),(),,({ Ω∈Ω∈∀−− jiyxjyixb
 

b(x − i, y − j) corresponds to the (r, c)-th entry of B, 
where r = (x −1)Ny + y and c = (i −1)Ny + j. 
 
Essentially, b(x − i, y − j) quantifies the effect of placing a 
sensor at the point (i, j) on the logarithmic miss probability 
at the point (x, y) on the grid. If there are some 
compromised nodes distributed in a WSN, how those 
compromised nodes could be detected by their so-called 
abnormal attributes among the network, such as irregular 
change of hop count that implicates sinkhole attacks; the 
signal power is impractically increasing which may indicate 
wormhole attacks; abnormally dropping rate traffic 
behaviours related the related nodes most likely to be 
compromised, etc. to find the compromised node we use 
Markov Chain Monte Carlo. 
 
The Markov Chain Monte Carlo (MCMC) method 
approximates the recursive Bayesian filtering distribution as 
a set of discrete samples known as a Markov Chain. In order 
to do this, we follow the Monte Carlo approximation, where 
the prior is approximated by a set of samples.[35] In order 
to understand MCMC we have to understand Markov Chain 
(MC) and Monte Carlo(MC). 

 
A Markov chain is a stochastic process where transition 
from one state to another state using a simple sequential 
procedure. We start a Markov chain at some state 𝑥(1), and 
use a transition function 𝑝(𝑥(𝑡)|𝑥(𝑡−1)) , to determine the 
next state, 𝑥(2)conditional on the last state. We then keep 
iterating to create a sequence of states Each such a sequence 
of states is called a Markov chain or simply chain: 

 
𝑥(1) → 𝑥(2) → ⋯… . 𝑥(𝑡) → ⋯….   (8) 
 

Monte Carlo integration is used to samples to approximate 
the expectation of a complex distribution. Specifically, we 
obtain a set of samples 𝑥(𝑡) , 𝑡 = 1,2, … …𝑁 , drawn 
independently from distribution 𝑝(𝑥).  If  𝑔(𝑥)  is the 
function of expectation for the continuous random 
variable 𝑥. The expectation is defined as: 

 
𝐸[𝑔(𝑥)] = ∫𝑔(𝑥)𝑝(𝑥)𝑑𝑥    (9) 

 
The goal of MCMC is to design a Markov chain such that 
the stationary distribution of the chain is exactly the 
distribution that we are interesting in sampling from. This is 
called the target distribution. In other words, we would like 
the states sampled from some Markov chain to also be 
samples drawn from the target distribution. The idea is to 
use some clever methods for setting up the transition 
function such that no matter how we initialize each chain, 
we will convergence to the target distribution. 
 
MCMC adopts the Metropolis-Hasting (MH) to generate the 
sample from the stationary distribution 𝑝(𝑥). The sequence 
of 𝑥  values denoted in such a way (𝑥1, 𝑥2, 𝑥3 … … . . 𝑥𝑛) 
that 𝑛 → ∞. The target or candidate is denoted as 𝑥∗ so the 
proposal distribution becomes 𝑄(𝑥∗|𝑥𝑛) which depends on 
the current state of the Markov chain, 𝑥𝑛. Based on that we 
will decided that the target node transition is acceptable or 
not at a given time interval. [36] We will consider the node 
is internal attacker if the transition is not acceptable. The 
acceptance probability can be defined as.  

 
𝐴(𝑥𝑛 → 𝑥∗) = 𝑚𝑖𝑛 �1, 𝑝(𝑥∗)𝑄(𝑥𝑛|𝑥∗)

𝑝(𝑥𝑛)𝑄(𝑥∗|𝑥𝑛)
�   (10) 

 
We have the proposed target or candidate 𝑥∗ and calculated 
acceptance probability 𝐴(𝑥𝑛 → 𝑥∗) . now either decide to 
“accept” the candidate or target  (in which 𝑥𝑛+1 = 𝑥∗ or we 
decide to “reject” the target (in which 𝑥𝑛+1 = 𝑥𝑛). Then we 
sample 𝑢~𝑈0,1.  

 

𝑥𝑛+1 = �𝑥
∗   𝑖𝑓       𝑢 ≤ 𝐴(𝑥𝑛 → 𝑥∗)

𝑥𝑛   𝑖𝑓       𝑢 > 𝐴(𝑥𝑛 → 𝑥∗)    (11) 

  
 
In order to find the internal attacker in our case we can 

execute framework in the algorithm shown below.  
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Algorithm 1 

I. Set 0
0 xx = ; 

II. Iteration 1, ≥nn ;  

1. Sample a target or candidate )|(~ *
1 nxxQx  

2. Evaluate the acceptance probability 









=→

)|()(
)|()(,1min)( *

**
*

nn

n
n xxQxp

xxQxpxxA
 

3. Sample 1,0~ Uu
.  

III. Go to II.  
 
end 
 

6. Result 

Our temperature measurement wireless sensor network is 
simulated in MATLAB to find the internal attack. In the 
simulation we have implemented the Markov Chain Monte 
Carlo (MCMC) Metropolis-Hasting (MH) algorithm to see 
the node acceptance ratio with imperial data. In the 
simulation environment the parameter we set is as follows,, 
 

Table 1: Parameter 
Parameters Values 
Packet Size 500 bytes 
Initial Energy 2 J 
Cluster Radius 50m 
Regional Area (0,0) to (500,500) 

 
We ran the simulation for 50 samples with the sigma value 
0.5. From the proposal distribution of the WSN we found 
the acceptance ratio of the suspected node or candidate is 
28%. Which means the candidate is an internal attacker. 
 

 

Figure 3. MCMC based node Acceptance Ratio 

7. Conclusion 

In this paper, we described about the main internal attacks 
in wireless sensor networks based on OSI layer and we 
have carefully investigated internal attacks for WSN and 
create a novel algorithm for protecting WSNs from the 
internal attacks based on Markov Chain Monte Carlo - 
Metropolis-Hasting. The simulation results, shows the 
acceptance rate of the candidate or internal attack. 
In future, we would like to create a real time database for 
the nodes normal behaviour and simulate in the hardware 
platform.  
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