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Summary 
The navigation of an autonomous underwater vehicle in both 
horizontal and vertical planes is considered a problem that has to 
be solved. Obstacle avoidance for such vehicles while path 
following in X_Z plane is also considered a point under research. 
In the present work, a proposed obstacle avoidance while path 
following (OAWPF) algorithm is designed to simulate the 3D 
trajectory of such a vehicle. Different obstacle shapes are used to 
evaluate the algorithm performance in both horizontal and 
vertical planes. The dynamics of the vehicle and the sea floor 
environmental conditions are analyzed while designing the 
OAWPF algorithm. A Matlab programming environment is 
utilized to simulate and evaluate the algorithm. The results show 
that the algorithm is robust and dynamic. It improves and secures 
the vehicle navigation against facing obstacles. 
Key words: 
AUV Path planning, AUV 3D trajectory, Obstacle avoidance, 
OAWPF algorithm. 

1. Introduction 

Over the last few years, autonomous underwater vehicles 
(AUVs) have been frequently used for fishery studies, sea 
bottom exploration, mine-searching, scientific and oceanic 
data gathering, reconnaissance, and many other purposes 
[1]. The design of AUVs still needs development in order 
for them to completely carry out missions in spite of the 
obstacles they may face. Different types of AUVs have 
been designed and built to undertake such missions, such 
as  VideoRay Pro III micro, the Experimental Fluids Lab, 
the University of Waterloo, that of the U.S. Navy together 
with the Environmental Protection Agency, the 
Autonomous Undersea Systems Institute Solar Powered 
Autonomous Underwater Vehicle (SAUV II), the Maya 
AUV developed at the National Institute of Oceanography 
(NIO, Goa, India), the U.S. Naval Postgraduate School 
REMUS, and the NPS ARIES [2]. 
In this paper, the REMUS will be used as an example of 
the AUV model. The design features and characteristics of 
the REMUS AUV were defined and its performance was 
tested in [3]-[4]. This work utilizes the features and 
dynamics of this vehicle to test and evaluate the proposed  

OAWPF algorithm. Note that this algorithm can be applied 
to any AUV with some modifications concerning the 
vehicle data and characteristics. 

2. Remus Auv  

The Remote Environmental Monitoring Units (REMUS) 
vehicle was developed at Wood’s Hole Oceanographic 
Institute (WHOI) in the Oceanographic Systems 
Laboratory. It is designed to perform hydrographical 
reconnaissance in the very shallow water (VSW) zone 
from 40 to 100 feet (Fig. 1).  

 

Fig. 1. REMUS AUV. 

It has low cost and is lightweight. The vehicle operates 
with a laptop computer and simplifies launching and 
recovery operations due to its compact size and light 
weight. REMUS is considered an attractive platform for 
AUV study and research. All REMUS data and detailed 
characteristics of physical features and functional 
capabilities are taken from [3]-[4]. 

3. Problem Definition and Previous work 
The problem under investigation concerns mainly the 
design of the AUV trajectory in a dynamic environment 
where it is supposed that the vehicle may face obstacles of 
different types. The vehicle's motion is discussed in the 
horizontal and vertical planes. The effectiveness of the 
AUV designed trajectory is based upon the probability that 
it can successfully overcome obstacles and complete its 
mission. Thus, an obstacle avoidance while path following 
(OAWPF) algorithm is proposed to work in conjunction 
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with the planned path follower, the auto pilot, to secure 
navigation of the vehicle and increase the vehicle's ability 
to avoid unknown obstacles. During the last two decades, 
much effort has been put into exploring subjects 
concerning the development of AUV path planning and 
obstacle avoidance. A dynamic model of an AUV 
presented in [5] has been carried out for optimum path 
planning to perform certain missions, but no obstacles 
have been assumed. A horizontal path planning algorithm 
for the REMUS AUV with obstacle avoidance is designed 
in [6]-[7]. The results are considered satisfactory, but the 
motion is discussed only in the horizontal plane. A depth 
control of AUV motion studied in [8] for the INFANTE 
AUV, built and operated by the Instituto Superior Te´
cnico of Lisbon, Portugal, achieved good results in 
controlling vehicle depth, disregarding the motion in the 
X_Y plane. The same study carried out considering only 
the motion in the vertical plane was done by Pramod et al. 
[10]. The MAYA AUV horizontal and vertical motion was 
discussed in [10], but without considering obstacles. Thus, 
analysing and evaluating the 3D motion of an AUV is 
considered a problem that has to be addressed. 

4. Vehicle Equations of Motion 
 
The equations of motion that describe the vehicle 
navigation control have to be stated accurately to achieve 
acceptable simulation results. Assume that the vehicle is 
moving as a rigid body without any influence of the earth's 
rotation upon its centre of mass, and the main acting forces 
are either inertial or gravitational forces. Hydrostatic, 
hydrodynamic forces resulting from lift and drag 
components, and propulsion thrusting force are the main 
forces acting upon the vehicle body. In general, the 
rotational and translational equations of motion for the six 
degree of freedom model shown in Fig. 2 are written as 
follows [11]: 

 
 

 

Fig. 2 Coordinate systems with angles transformation. 

where η1, η2, describe the position and orientation of the 
vehicle fixed coordinate system with respect to the global 
fixed coordinate system; ν1, ν2, are the translational and 
rotational velocities of the vehicle fixed coordinate system 
with respect to the global fixed coordinate system; and τ1, 
τ2, are the total forces and moments acting on the vehicle 
with respect to the body-fixed reference frame. Note that 
the numbers that appear in Fig. 2 are the numbers of the 
corresponding equations, Eqs. 1 to 9, which describe the 
variables. Translational velocities between the vehicle and 
the global fixed coordinate systems are related as follows: 
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The transformation matrix T is defined in terms of the 
Euler angles (φ,θ,ψ) as follows: 
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The rotational velocities between the fixed and the global 
coordinate systems of the vehicle are related as follows: 
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The local velocity is a vector composed of three 
components: surge (u), sway (v), and heave (w). The 
equations of motions considering these components are 
written as follows [7]: 
- Surge, translation about x axis, equation of motion: 
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- Sway, translation along y axis equation of motion: 
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- Heave, translation along z axis, equation of motion 

        

  

- Roll, rotation about x axis, equation of motion  
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- Yaw, rotation about z axis, equation of motion 

                   
where: 
Ix, Iy, Iz ……. mass moment of inertia. 
ur, vr, wr …....velocity components of the vehicle fixed 
system w.r.t. water. 
xB, yB, zB ……distance between geometric centre and 
centre of buoyancy of the vehicle. 
xG, yG, zG ….. distance between the centre of gravity and 
the geometric centre of the vehicle. 
B …………... Buoyancy, W ………….. Weight. 
X, Y, Z, K, M, N …. Sums of all external forces and 
moments acting on the vehicle rigid body. 
 
Equation (10) represents the final equation of motion of 
the vehicle considering the hydrodynamic coefficients 
associated with REMUS to create the final equation used 
to model the motion of REMUS [12]. 
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where δr(t) is the delta function of the rudder.  
 

4.1 Vehicle Equations of Motion in the Horizontal 
Plane 
 
Considering only the motion of the vehicle in the 
horizontal plane, the following assumptions can be made 
[6]: 
- Motion in the vertical plane is negligible, which means 
that the values of wr, p, q, r, Z, φ, and θ are all zero. 
- The speed ur is equal to the forward speed Uo, resulting 

in .
.

r=ψ Thus, the equations of motion are simplified as 
follows [6]-[7]: 
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4.2 Vehicle Equations of Motion in the Vertical 
Plane 
 
Considering only the vehicle motion in the vertical plane, 
the following assumptions can be made: 

- 0  0,r  0,  0,  0,p  ,0p
...
====== qνν  

 
- Only zG has a value while the values of xG, yG, xB, yB, 
and zB are all zero. Thus, the equations of motion are 
simplified as follows [13]: 
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where Uo is the forward speed. 

5. Navigation and Guidance Control 
 
Most of the known navigation control algorithms 
implement waypoints following schemes assuming that the 
vehicle is given coordination of a sequence of waypoints a 
priori in the region of interest. These waypoints are 
connected to generate the overall planned vehicle mission 
path. Fig. 3 shows a proposed planned vehicle mission 
path consisting of six waypoints interconnected with five 
tracks. 

 

Fig. 3 X-Y vehicle path way-points and tracks. 

The sliding mode control (SMC) is utilized for steering, 
speed, and depth control of the vehicle. In navigation 
applications, SMC has been shown to be quite satisfactory 
in controlling a slow AUV like REMUS. The equations of 
motion that describe the vehicle's horizontal and vertical 
motions, Eqs. 11 to 18, are treated separately as three 
linear, independent, and single-input single-output systems 
for speed, heading, and depth. Hereby, the SMC technique 
as an application will be introduced rather than the SMC 
theory. More details are presented in [14]. 
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5.1 SMC for REMUS AUV 
 
To create the SMC, the general form of the equations of 
motion is considered as: 

                   (19)                                             
.

BuxAx +=  
 
where 1*r*rn*nn1* Ru ,RB ,RA , ∈∈∈∈ nRx , and u is 
either the rudder angle for the vehicle horizontal motion 
controller, or the elevator angle for the vehicle vertical 
motion controller. A sliding surface σ is then created, in 
which 1*R ,0 ρσσ ∈= . The sliding surface is thus defined 

as comxxxxs −==
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P is a vector of 

directions in the state error space. As discussed in SMC 
theory [14], the controller works by driving the sliding 
surface to zero. As the sliding surface approaches zero, the 
error between the state variable (x) and the command (xRcomR) 
is zero. By definition of the sliding mode controller, the 
system dynamics must exhibit stable sliding on the surface 
when σ = 0. Therefore, s’ can be determined by observing 
that the closed loop dynamics are given by the poles of the 
closed loop matrix as 
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where kR2R is chosen by pole placement and ARcRsP
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P= 0 to 

achieve the condition σ = 0. Getting the eigenvectors of 
the ARcR matrix, the feedback gains for each state can be 
found. Thus, the sliding surface for the horizontal motion 
is as follows: 

       (20)                )(*))((*)(
.

32 tstrrst LOScom ψσ +−=            
 
where LOS stands for line of sight. The commanded 
rudder, dr(t), in the LOS controller becomes: 
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The sliding surface for the vertical motion is as follows: 
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and the commanded elevation angle δ(t) becomes: 
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where η and φ are tuning factors. 
SMC is coupled with a LOS guidance scheme to describe 
a desired vehicle path that provides waypoints. Waypoints 
navigation based on LOS guidance is used to achieve path 
tracking. 

5.2 LOS  Guidance 
 
LOS is the most widely used guidance method today. Most 
guidance methods used today have some form of LOS 
guidance because of its simplicity and ease of 
implementation. Simply, LOS guidance is used to 
maintain vehicle path tracking by looking ahead to 
prescribed waypoints. The LOS guidance employs the 
LOS angle between the vehicle recent position and the 
vehicle planned position. The LOS angle ψRLOSR can easily 
be calculated as follows:
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where (xR1R,yR1R) and (xR2R,yR2R) are the recent and future position 
coordinates, respectively. The LOS control system is 
illustrated in Fig. 4. 
 

 

Fig. 4 LOS control system. 

6. OAWPF Algorithm 
 
While the vehicle is following the planned mission path, it 
is assumed that the autopilot maintains the vehicle's 
forward speed and depth, altitude from the sea bottom, 
constant. The obstacles that the vehicle may face while 
path following are detected using a model of a two-
dimensional forward-looking sonar with a wide horizontal 
angle scan and a sufficiently long radial range. Fig. 5 
illustrates the sonar scanning technique of an obstacle.  
 

 

Fig. 5 Forward-looking sonar scanning an obstacle. 
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According to the forward-looking sonar specifications, the 
observed obstacle x, and z data collected are classified and 
calibrated with the maximum manoeuvring capabilities of 
the guidance controllers in both the horizontal and vertical 
planes. The OAWPF algorithm is modelled in Fig. 6.  
 

 

Fig. 6 Steps of QAWPF algorithm. 

During a prescribed mission, the vehicle automatically 
follows the waypoints tracks. If the vehicle accidentally 
faces an obstacle, additional factors will be added to the 
system dynamics to modify the vehicle trajectory for the 
sake of avoiding the obstacle. An additional heading angle, 
± ψob, must be added to the calculated path following 
heading angle ψ(t) when trying to avoid an obstacle in the 
X –Y plane. The ± for the ψob means deviating right or left. 
Another factor, which is an additional altitude, ± Hadd, 
must be added to the depth following the controller when 
trying to climb over a vertical obstacle. The sign + is used 
when climbing over the obstacle, while the sign – is used 
when descending, leaving the obstacle and following the 
initial path depth. The overall system dynamics with 
obstacle avoidance mechanism while path following are 
described in Fig. 7.  
 

 

Fig. 7 System dynamics with obstacle avoidance. 

7. Simulation Results, Analysis, and 
Evaluation 
The Matlab programming environment is utilized to 
simulate and evaluate the proposed OAWPF algorithm. 
The REMUS vehicle characteristics data and dynamics are 
used while solving the equations of motion of the AUV 
vehicle. The used forward-looking sonar model has a 
horizontal range of about 30 m, and a beam vertical angle 
of about 25°. The vehicle must maintain an altitude of 
about 3m above the sea floor as a sufficient, safe distance.   

The vehicle starts its mission following the suggested path 
track with the predetermined waypoints shown in Fig. 3. 
To evaluate the proposed OAWPF algorithm, a quite 
sufficient number, i.e., eight, of arbitrarily selected 
obstacles with different x-y dimensions and different x-y 
locations are used along the vehicle path as shown in Fig. 
8. Applying the OAWPF algorithm, the vehicle's dynamic 
x-y trajectory against those obstacles is drawn in Fig. 8. A 
3D look at the vehicle trajectory is shown in Fig. 9. From 
Figs. 8 and 9 it can be seen that the proposed algorithm 
can correctly decide what direction is more easy to follow 
while avoiding the facing obstacles.  
 

 

Fig. 8 Vehicle run against facing obstacles. 

 

Fig. 9 3D look at the vehicle's x-y path against obstacles. 

The outputs of the vehicle's dynamics controller, rudder 
deflection, heading angle, and the added heading angles 
necessary for avoiding each obstacle are shown in Fig. 10.  
 

 

Fig. 10 Vehicle controller outputs in the X-Y plane. 
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It can be seen from Fig. 10 that the rudder deflection is 
approximately symmetric around the zero angle, which 
means that the vehicle is going forward along the planned 
path and the rudder is being deflected right or left to avoid 
the obstacle and then left or right to go back to the planned 
path. The heading angle starts with an initial value to go 
directly to the planned track. The heading angle keeps 
positive values while avoiding the first three obstacles, i.e., 
during the first part of the planned path. Then the heading 
values increase in the negative direction to go left three 
times to complete the mission. The value and time 
duration of each added ψob angle is shown in the third row 
in Fig. 10. The shown ψob data describe which side and 
how long the vehicle takes to avoid the obstacle.  
For example, the vehicle needed more time and more 
negative ψob to avoid the first obstacle. At the time the 
heading angle of the vehicle is changing to follow the 
second track, the vehicle faces the first obstacle. The 
vehicle goes left to avoid the obstacle while going right to 
follow the waypoints track. Thus, the value of ψob is more, 
and the time is more and the sign is negative. The same 
procedure is followed to avoid any obstacle that the 
vehicle may face in the X-Y plane during the horizontal 
forward vehicle navigation. 
Now, the behaviour of the proposed OAWPF algorithm to 
avoid vertical obstacles will be evaluated using different 
vertical obstacle examples. The vehicle's travelling depth 
is kept constant, 3 meters as an example in the present 
model, to maintain following the planned path. Note that 
any travelling altitude can be selected. When detecting a 
vertical obstacle, the obstacle altitude is fed continuously 
to the system by the forward-looking sonar and the 
OAWPF algorithm is activated to avoid the obstacle. Figs. 
11, 12, and 13 demonstrate three types of vertical obstacles: 
sloping, conical, and step up-down obstacles. The solid 
lines shown in Figs 11a, 12a, and 13a represent the 
dynamic paths calculated by the OAWPF algorithm. As 
seen from the figures, the vehicle path through the obstacle 
is steady and smooth, and safely considers the shape and 
dimensions of the obstacle. 
 

 
 

(a) 

 
(b) 
 

Fig. 11 The vehicle dynamic path against obstacle (a), and the dynamic 
commands elevator and pitch deflections. 

 
(a) 

 
 (b) 

Fig. 12 The vehicle dynamic path against obstacle (a), and the dynamic 
commands elevator and pitch deflections. 

 
(a) 
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(b) 

Fig. 13 The vehicle dynamic path against obstacle (a), and the dynamic 
commands elevator and pitch deflections. 

The system output elevator deflection commands shown in 
Figs. 11b, 12b, and 13b are fast and smooth.  
Thus, the vehicle overcomes the obstacle and then goes 
back to the planned path altitude. The resulting pitch 
angles are calculated and drawn in the prescribed figures. 
A vehicle path of 600 m and having three different vertical 
obstacles is shown in Fig. 14.  
 

 

Fig. 14 Vehicle run against three different successive obstacles. 

The figure introduces the vehicle obstacle avoidance while 
path following utilizing the OAWPF algorithm. The 
vehicle 3D trajectory is demonstrated in Fig. 15a.  

 
(a) 

 

 
(b) 

Fig. 15 3D plot of the vehicle run against a vertical obstacle while path 
following. 

To see the hidden part of the trajectory that lies behind the 
obstacle, Fig. 15a is slightly rotated right to produce Fig. 
15b. From the shown 3D figures, the vehicle trajectory is 
considered smooth, stable, and safe. 

8. Conclusion 
 
The simulation results and figures show that the proposed 
algorithm is robust and dynamic, and offers safe 
navigation in a sea floor having different types of obstacles. 
The algorithm behaviour is successfully tested in avoiding 
different obstacle shapes and dimensions while the vehicle 
follows its pre-designed mission path in both horizontal 
plane, assuming eight obstacles, and vertical plane, 
assuming three obstacles.  
It is proved that the algorithm is dynamic and flexible. The 
algorithm can manipulate changes in initial planned path 
data, like waypoints, path tracks, or vehicle maintained 
depth. Changing the forward-looking sonar characteristics, 
like horizontal distance, is also accepted. Fig. 16 shows a 
new run assuming a 100 m horizontal sonar-detectable 
distance.  

 

Fig. 16 A 100 m sonar-detectable horizontal distance. 
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