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Abstract 
The data mining has become a unique tool in analyzing data 
from different perspective and converting it into useful and 
meaningful information. Now we have a lot of known diseases 
and unknown diseases around the world. The healthcare has big 
challenge to predict the kind of disease and the solution for that 
disease. In India illiteracy rate is high, so that most of the people 
are scared about these diseases become of thesis ignorance. 
Hence they may take wrong decision regarding the disease that 
they have been affected problem. Considering this serious issue 
we have used data mining as a tool to overcome this issue. We 
have already created the prediction for common disease [17]. 
And we are in the process implementing of mobile phone and 
television because all category people can used easily find and 
predicted what kind of disease through television and mobile 
phones. 
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1. Introduction 

The healthcare domain have a lot of challenges and 
difficult task its one of the main difficult challenge is in 
disease diagnosis. The data mining is the process of 
analyzing a huge data from different perspective and 
summarizing it into useful information. The information 
can be converted into knowledge about historical patterns 
and future trends. Health care industry today generates 
large amounts of complex data about patients, hospitals 
resources, disease, diagnosis methods, electronic patients 
records, medical devices etc..  
Medical history data comprises a number of tests essential 
to diagnose a particular disease [2]. Clinical databases are 
elements of the domain where the procedure of data 
mining has develop into an inevitable aspect due to the 
gradual incline of medical and clinical research data. It is 
possible for the healthcare industries to gain advantage of 
Data mining by employing the same as an intelligent 
diagnostic tool. It is possible to acquire knowledge and 
information concerning a disease from the patient specific 
stored measurements as far as medical data is concerned. 
Therefore, the data mining has been developed into a vital 
domain in healthcare [19]. It is possible to predict the 
efficiency of medical treatments by building the data 

mining applications. Data mining can deliver an 
assessment of which courses of action prove effective [13] 
by comparing and evaluating causes, symptoms, and 
courses of treatments. The real-life data mining 
applications are attractive since they provide data miners 
with varied set of problems, time and again. Working on 
heart disease patients databases is one kind of a real-life 
application. The detection of a disease from several factors 
or symptoms is a multi-layered problem and might lead to 
false assumptions frequently associated with erratic effects. 
Therefore it appears reasonable to try utilizing the 
knowledge and experience of several specialists collected 
in databases towards assisting the diagnosis process [8], 
[3]. 
The researchers in the medical field identify and predict 
the diseases besides proffering effective care for patients 
[8, 19, 10, 16, 11] with the aid of data mining techniques. 
The data mining techniques have been utilized by a wide 
variety of works in the literature to diagnose various 
diseases including: Diabetes, Hepatitis, Cancer, Heart 
diseases and the like [4, 1, 15, 7]. Information associated 
with the disease, prevailing in the form of electronic 
clinical records, treatment information, gene expressions, 
images and more; were employed in all these works. In 
the recent past, the data mining techniques were utilized 
by several authors to present diagnosis approaches for 
diverse types of Common diseases [12, 18, 22, 6, 9, 5]. 
So the data mining used we have used can easily 
prediction to the disease based on its symptoms. This 
paper proposes the idea of publication through the mass 
media like mobile phones and televisions where this 
communication devices usage exceeds 94 million in India. 
India has in second place at watching television. Mobile 
phones and television has become a most common 
communication devices even among the low class people, 
regardless of the educated or uneducated, so disease 
diagnosis method implemented to television and mobile 
phone. The people easily predict which one disease we 
have afire and what kind of treatment we have taken from 
television prediction and mobile phone prediction 
application. It method can easily use and predict 
uneducated people also. 
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2. Background Literature 

A model Intelligent Heart Disease Prediction System 
(IHDPS) built with the aid of data mining techniques like 
Decision Trees, Naïve Bayes and Neural Network was 
proposed by Sellappan Palaniappan et al. [18]. The results 
illustrated the peculiar strength of each of the 
methodologies in comprehending the objectives of the 
specified mining objectives. IHDPS was capable of 
answering queries that the conventional decision support 
systems were not able to. It facilitated the establishment of 
vital knowledge, e.g. patterns, relationships amid medical 
factors connected with heart disease. IHDPS subsists 
wellbeing web-based, user-friendly, scalable, reliable and 
expandable. 
The prediction of Heart disease, Blood Pressure and Sugar 
with the aid of neural networks was proposed by Niti Guru 
et al. [22]. Experiments were carried out on a sample 
database of patients’ records. The Neural Network is 
tested and trained with 13 input variables such as Age, 
Blood Pressure, Angiography’s report and the like. The 
supervised network has been recommended for diagnosis 
of heart diseases. Training was carried out with the aid of 
back-propagation algorithm. Whenever unknown data was 
fed by the doctor, the system identified the unknown data 
from comparisons with the trained data and generated a 
list of probable diseases that the patient is vulnerable to. 
The problem of identifying constrained association rules 
for heart disease prediction was studied by Carlos 
Ordonez [6]. The assessed data set encompassed medical 
records of people having heart disease with attributes for 
risk factors, heart perfusion measurements and artery 
narrowing. Three constraints were introduced to decrease 
the number of patterns. First one necessitates the attributes 
to appear on only one side of the rule. The second one 
segregates attributes into uninteresting groups. The 
ultimate constraint restricts the number of attributes in a 
rule. Experiments illustrated that the constraints reduced 
the number of discovered rules remarkably besides 
decreasing the running time. Two groups of rules 
envisaged the presence or absence of heart disease in four 
specific heart arteries. 
Data mining methods may aid the clinicians in the 
predication of the survival of patients and in the 
adaptation of the practices consequently. The work of 
Franck Le Duff et al. [24] might be executed for each 
medical procedure or medical problem and it would be 
feasible to build a decision tree rapidly with the data of a 
service or a physician. Comparison of traditional analysis 
and data mining analysis illustrated the contribution of the 
data mining method in the sorting of variables and 
concluded the significance or the effect of the data and 
variables on the condition of the study. A chief drawback 
of the process was knowledge acquisition and the need to 
collect adequate data to create an appropriate model. 

A novel heuristic for efficient computation of sparse 
kernel in SUPANOVA was proposed by Boleslaw 
Szymanski et al. [5]. It was applied to a benchmark 
Boston housing market dataset and to socially significant 
issue of enhancing the detection of heart diseases in the 
population with the aid of a novel, non-invasive 
measurement of the heart activities on basis of magnetic 
field generated by the human heart. 83.7% predictions on 
the results were correct thereby outperforming the results 
obtained through Support Vector Machine and equivalent 
kernels. The spline kernel yielded equally good results on 
the benchmark Boston housing market dataset. 
In [11] Latha Parthiban et al. projected an approach on 
basis of coactive neuro-fuzzy inference system (CANFIS) 
for prediction of heart disease. The CANFIS model 
diagnosed the presence of disease by merging the neural 
network adaptive capabilities and the fuzzy logic 
qualitative approach and further integrating with genetic 
algorithm. On the basis of the training performances and 
classification accuracies, the performances of the CANFIS 
model were evaluated. The CANFIS model is promising 
in the prediction of the heart disease as illustrated by the 
results. 
In [14] Kiyong Noh et al. put forth a classification method 
for the extraction of multi-parametric features by assessing 
HRV from ECG, data preprocessing and heart disease 
pattern. The efficient FP-growth method was the basis of 
this method which is an associative. They presented a rule 
cohesion measure that allows a strong push of pruning 
patterns in the pattern generating process as the volume of 
patterns created could possibly be huge. The multiple 
rules and pruning, biased confidence (or cohesion 
measure) and dataset consisting of 670 participants, 
distributed into two groups, namely normal people and 
patients with coronary artery disease, were employed to 
carry out the experiment for the associative classifier. 
Here upon the all papers concluded a particular disease 
prediction like heart attack, blood pressure, sugar, breast 
cancer also but we propose this paper prediction for 
common disease and that method implemented television 
and mobile phone.   

3. Data mining in common disease prediction 

A. ID3 Algorithm 
Itemized Dichotomozer 3 algorithm or better known as 
ID3 algorithm [20] was first introduced by JR.Quinlan in 
the late 1970’s. It is greedy algorithm that selects the next 
attributes. The information gain associated with the 
attributes. The information gain is measured by entropy 
ID3 algorithm. Refers that the generated tree is shorter and 
the attributes with lower entropies are near the top of the 
tree. 
B. Prediction Procedure  
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 Select the dataset for which the test to be 
retrieved.  

 By using the ID3 algorithm sort the specific 
pattern and classify the datasets based on the 
symptoms [5].  

 Then pre-process the fields of dataset based on 
“Symptom” field and then diagnosis the causes 
and treatment of the disease also.  

 The paper focuses, the retrieval of dataset, based 
on the ID3 algorithm that result in the specific 
dataset fields retrieval.  

C. ID3 Algorithm Approach 
 Function ID3 (part, symptoms, symptoms set, 
disease, treatment, sample) 
 
{/*   part is the set of input attributes  
/*   symptoms is the set of input attributes  
/*   symptoms set is the set of input attributes 
/*   disease is the set of output attributes  
/*  treatment is the set of output attributes  
/*  sample is a set of training data 
/*  Function ID3 returns a decision tree 
*/  if (sample is empty) { 
 
Return a single node with the value of the most frequent 
value disease in sample. 
/*  Now handle the case where we can’t return a 
signal node */ 
Compute the information gain for each attribute in part 
relative to sample; 
Let x be the attributes with largest gain (x, sample) at this 
attributes in parts; 
Trees ID3 (part-{x}; Symptoms (Sample-1)... ID3 (test-
(sample-n)} ; 
Output: Dataset value will be retrieved. 

4. Disease Prediction from Television and 
Mobile Phone 

A. Television 
Today television has become an integral part of our lives. 
We have any one information and any one something we 
got from television. Now a days, people are spending 
more time on televisions, and no people are there without 
mobile phone so, through there devices the information 
can be easily delivered to the people. Now the disease 
diagnosis method can be easily prediction through 
television.  

 

Figure 1. Prediction Common Disease form Television 

B. Mobile Phone 
Its component is cheap though mobile phone has limited 
capacity and speed. It is handy in dialing, talking, making 
video film, e-mailing, sending pictures etc. Mobile phones 
are being extensively used by students at all levels, 
doctors, engineers, service man, jobbers and common man 
and woman in their day-to-day activities. Today business 
is next to impossible without a mobile phone. Starting 
from aviation industry to service sector, the mobile phones 
are playing a vital role. Here the mobile phones have lot of 
application so now we can implement disease prediction 
method to mobile phone. So we can easily predict our 
disease very simple at the movement. 
 

 

Figure 2. Prediction Common Disease form Mobile Phone 

5. CONCLUSION  

This paper proposes the idea of implementing the disease 
diagnosis method and prediction of common diseases in 
common media, television and mobile phones. As, the 
illiteracy rate is India is high the people are not aware of 
the disease and its effects. So to avoid theis ignorance, it is 
implemented is common media like television and mobile 
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phone. This proposed method phone. This proposed 
method not only helps the people to know about the 
diseases but also to avoid the death rate and disease 
affected people count.  
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