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Summary

Fractional differential equations are a field of mathematics
study that grow out of the traditional definitions of calculus
integral and derivative operators in much the same way fractional
exponents is an outgrowth of exponents with integer value.
[1].[2].[5], this paper concern with the problem that tries to
approximate ate the solution of fractional differential equations
through and how.
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1. Introduction

In recent years, the cubic spline interpolation method, as
applied to the solution of differential equations employ
some from approximating function such as polynomial to
approximate the solution by evaluating the function for
sufficient numbers of points in the domain of the solution
[6], so to provide it determination of unknown coefficients
that define the approximating function [3].

It has been found that using spline curves, or piece-wise
polynomials, is more effective in representing the solution
to the differential equations [4], [8].

2. Important of this research

Fractional differential equations (FDEs) represent an
important tool in technology, science and economics and
engineering applications included population models |,
control engineering electrical network analysis , gravity ,
medicine , etc, [9],[14].

Fractional differential equations consist of a Fractional
differential with specified value of the unknown function at
more than one given point in the domain of the solution.
Recently numerical methods have been used approximate
at the solution of the (FDEs), which open the doors wide
for future applications of these methods to tough real life
problems involving the numerical solution.

The most common methods are cubic spline interpolation,
finite difference method, [10],[11].

This research will add new numerical method (Legendre —
spline interpolation method) to approximate the solution of
Fractional differential equations.

Manuscript received January 5, 2014
Manuscript revised January 20, 2014

3. Objectives of this research

This research aims to the following:

a) Discuss and compare the cubic spline interpolation
with Legendre- spline interpolation method.

b) Propose new method s to approximate Fractional
differential equations solution.

c) Use the new method to approximate the solution of
partial Fractional differential equations.

d) Compare the gained results in terms of accuracy
between the cubic spline with the lengendre — spline
method.

e) Discuss the stability and convergent for the
Legendre — spline interpolation method.

f) Discuss the perturbation of the solution of
Fractional differential equations

4. Research phases :

Phase 1: background enhancement:

A comprehensive of text book that covers Fractional
differential equations, their existing numerical solvers
will be my first step to precede advanced researches.

Phase 2: research survey:

I will use the literature survey of research papers that are
related to my work, by the end of this phase, | will
suppose:

» Write a progress report that cover the existing solvers in

my field of work, their advantages limitations and a
collection of test cases and examples that covers the
different categories of problems in my area of research.

« Write the related existing algorithm Fractional

differential equations using my own programming
language.

Phase 3: focusing numerical methods:

I will consider two parts on differential equation:
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e[Initial value problems for ordinary differential ;

equations.
*[[INumerical methods for Fractional differential equations. 4

Phase 4: research work:

After the completion of the first three phases, | will
receive the guidance from my supervisor about what
problem in certain categories to tackle and consequently:

e[IStart solving the problem using other existing
numerical solvers.

e[ ISolve the problems using the computer algorithm.

*[JA comparison will be made with the numerical result
presented elsewhere.

Description of the Method :
First; theaimof cubic spline interpolationis to get an interpolation
Sformulathat is continuous in both the first and second ,

derivatives, by spanning { l,x ‘.\‘“‘.\‘3} L[ 120,[15].

with a suitable coefficients both within the some intervals
and at the interpolating nodes,[15].
On the other hand the new method (the legendre- spline int erpolation)

is generatored by spanning the set

{ lLx 1%{3.\'2 - 1),_%{5.13 -3.\')1 _with a suitable coefficients.ie
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hence,the existence of unique solution depends
Om’r}.,
so, tosolvethis system of linear equation ,weuse a matlap
' 1 5 1 rogramme
a +b x+=c (3x°-1)+=d (5_\‘3 “3x) . xela=r , 1] prog
11 12 213 2 n ' H
Lx)=la +b x+sc (2 -D4sd (5x3-3n) v, o]
AX)=-a X+=C X = — QX =3X . Xe .
[ A IS 2 i i i+l .
\ \ Example:
a +b x+-c (3,\-2 D+ —d (5,\-3 -3x) . xe[t .t =bh) The following table of values for function [(x)= v is given
| oml nl 2 n3 2 m -l " N - . E .
X, 2 2.2 24 2.6
where the [.'H ,.f.'_] is a regular partition on [a ,b), ie S(x) | —1.664587 | -2.84835 | —4.24739 | -5.79257
A=t <l =< .. <1 =<1, <. <1 =bh,
172 Lo " Now ,we construct the
Here  L(x) satisfv the conditions | — natural cubic spline .
\—L(t)=1.() i=1 n 2 —legendre—spline interpolation,
1 1 . .. 3
2-LA()=L,) .  i=lon I L) here.itis noted that y = x~ cos(x) ,
3oLy =1" (1) i=2 -1 Firstly - natural cubic spline :
4-1"(t)=0 ,L"(t)=0 2 4 8 0 0 o 0 o 0 o 0
1 22 4384 1064 0O 0 0 o 0 1] 1) 0
(U] i} [} 1 2 484 10.64 1] i 0 [}
o 0 ] 0 1 24 576 138240 © 0 1) 0
.a - [ ] 0 1) o [} o 1 14 .74 13,824
now,weapply the four conditions onthe function 1.(x), PRI 0 | as 67 17576
to get a system of linear equations S e e ¢
v : o0 0o 0 0 1 28 1728 0 -1 -28 1728
AX = B ,where, 00 2 132 0 0 -2 -132 0 0 0
. (U] i} [} 0 1 2 144 1] 1] - -14.4
(U] 2 12 o o 0 o 0 1] 1) 0
o0 0o 0o 0o o0 0 0 0 2 15.6
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[-1.6645877
~2.84835
-4.24739
~5.79257

0

o o o o o o o

to determine the coefficients a,,

we usematlap programmeto find theinverseof A,

s0,

A -1 SHLHA 41384
T esesr -9sss?
-11983 11983

. 244044
100,187 -100.187
12844

[[-1.6648877]
-2.84835
=-4.24730
-5.70257

s oo o0 o

[ —1.664587 |
—2.84835
—4.24739
~5.79257

0

o o o o o o ©

-187.622 138622
202933 -292913
148587
24828 -243828
204048 204048

183.007 -183.007

X =A'B=

199.196 -1599.196
-208.794 238794
149397 —145397

S00

S194528 195328
9ET -DSETL

95431

12199 -12199
-180963 180,963
241317 -mIMT

-99.067

1 -2

52.8480
—69.9312
32.0062
—5.3344
—31.0234
445248
-20.0193
2.5483
-25.4014
45.2097
-21.7315
2.7861

-0574
0861
~043
0072
2480
-3.307
1484
-0218
10555
-2278
-1118
0144

0574
-0.8481
0451
-0.072
-2480

307

—1464
0215
25955
2am8
118
~0144

-1
now, compute A, B

-397H
59587
~29.78%
4968
40810
—n
18797
-2187
36,601
—a5808
20087
~2588

-1
now, compute 4,

1382
-20m
1008
—a17s
5548
1558
3323
0518
6852
8271
-3.508
0488

£.3867

-12100

5500

—0858

0.000
0000
0.000
0.000
0.000
0.000
0.000

1255
-188
L
0157
—5a2s
280
-3201
0471
4282
7371
-85

0520

Hence: the cubic spline int erpolation.,

2 3
528480 + —69.9312x +32.0062x" + 3334y | xe[2 |, 22]

2 3
S(x) =1 -31.0234 + 44.5248x — 20.0193x" + 2.5483x . we[22,24)

2 3
—25.4014 + 45.2097x + —21.7315x" + 27861x° . xe[24 ,26]

Secondly ,weconstruct the legendre —spline interpolation,
anxiliary matrix can be written as

1.0000 £5000 170000 O.0000 00000 00000 00000 00000 00000 00000  0.0000
10000 67600 233200 00000 006000 0.0000 ) 00000 00000 00308 00000
0000 00000 DODLD 10000 22000 5.7600 00000 000K 00000 0.0000
00000 0 00000 00000 10000 24000 S.1400 309600 0.0000 00000 0.0000 2.2000

O0M0 BO000 O6H00  0O0MG0 G000 00000 00000 00008 10000
4, o| 00000 00000 00000 0.0000 00000 00000 0.0000 00000 1.0000 96400
L 00000 10000 66000 L8000 00000 -10000 -55000 -345000 0.0000 00000

00000 00000 00000 00000 GO000 10000  TI000 417000 00000 -1.0000 -T1000 -
COM0 0000 F0000 30000 00000 00000 -A0000 20000 00000 O0000 00000

00000 G0060 00000 00000 G000 00000  AO004  BAO040 00000 00000 -30000 -3,

00000 DOCOD FOD00 30000 0000 00000  D0000 00000 00000 00000 00000

00000 00000 00000 00000 C0000 00000  DOO0D 00000 00000 00000 30000

£1400 30,9600

eyl [-1.6642877

By EEFEES

LTS |

L

s | o

B, o
Xp=lew| +BL=| o

dyy | o

a, [

b o

o | e

i | o

L - - -

fo determine the coefficients a, we usematiap programmeto
Sind the inverseof Ap e,

LT TR -32 334 ra% 10511 =131 LELLY -2102 045 0140 1083 00%e

R ra. o 340028 ~14.005 -6.501 6501 -5 441 1.560 -0.M7 0091 -123%  -0.04)

-1.074 1675 134 =134 —0.26% 029 -021% 0054 —0m3 0004 0567 -0.002

1074 1675 1344 1344 0265 0249 0213 0.054 L) B3 0004 0034 0002

519301 -519.501 -1033.87¢ 1006878 328375 520573 105860 105715 -10.040 -7.048 -0.346 354

4oL | seen sesu nezae 616476 GI6ATE 116183 128296 11231 8230 0387 —4110

L 7| 1smeor 1smesr -33s0s 1751 1780 31720 -35430 066 2362 0106 1081
13451 134 20301 DI0L -ISES0 156 1688 372 0260 0211 D009 010

1M 1489 TISREE  -TISHEE -64TITH  G4ESTI  -269TE 132195 2608 -7914  D.OPC 1746

MO0S4 140054 -EIIT G617 GRLDSG -SE12ED  MEOIL -13TIS) 2708 RIIE 0.3 1942

e 34546 106,183 206183 -ITI2IT 23T 6983 M7 0676 -2.050 0023 5142

6 188 15860 15560 LER A 1A o5 26M 0052 058 D002 o421

Now,compute '-IL_ 18 50

2.6582 |
~1.0563
0.1922
~0.1922
22,0065

AL B=| gasse
0.5757
~53.2606
62.4143
~17.5014
13463 |

so. Legender - spline interpolation canbe writtenas

0.1922 2 0.1922
(37 —1) - — (5:3 -3x) . oxe[2.22]

254 2
L(x) =4 -22.0065 + 3:_9.‘-u|.v-s%(5x' -1+

26582 -1.0563x +

0. 7
(5x° _3x) . wvel[22.24]

5
5014 2 1.3463 3
—53.2606 + 62.41431y - ——(3x” -1) + (5x" -3x) . ve[22.24]

r

Here .inthe following table some comparison values between
Legender — spline Cubic splineinterpolation and
exact solution . seethe figures (1.2.3) |
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1235 0.002276993
5985616 0.
7131 0.0

2500000 5
2.540000 -5.3]1893

2.478990 L.62604 462744 4.4444074%2 0,00

2.499900 179177

Table(a)
Error analysis and order of convergence:
In this example we show the convergence(numarical) of the
Method is good Jin addition Jthe Legendre — splinemethod give

more accracy (Table a Ytharn cubic spline, fignresl,2,3.

Haere,the Legendre — splinemerthod produce funcrion values L (x)
as appreximation to y(i,)
The wunknown valuesmay be replaced by L(x),

alsoallcommands wensed inappendixa,

The challenge ,is Legendre = splinemethod a good

numerical approximation solution method of an initial value
problem of ordinary differential equartions. Fractional
differential equation, partial Fractional differential equation,?
What is the stability and convergence of the solution?

What is a bout the perturbation of solution 7

these qustions need moreand morestuding and researehing

toanswerit,and thisistheour gools.

5. Conclusion

This research will add new numerical method (Legendre —
spline interpolation method) to approximate the solution of
Fractional differential equations, and also concern with the
problem that tries to approximate ate the solution of
fractional differential equations through and how.
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