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Summary
Fractional differential equations are a field of mathematics study that grow out of the traditional definitions of calculus integral and derivative operators in much the same way fractional exponents is an outgrowth of exponents with integer value. [1],[2],[5], this paper concern with the problem that tries to approximate ate the solution of fractional differential equations through and how.
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1. Introduction
In recent years, the cubic spline interpolation method, as applied to the solution of differential equations employ some from approximating function such as polynomial to approximate the solution by evaluating the function for sufficient numbers of points in the domain of the solution [6], so to provide it determination of unknown coefficients that define the approximating function [3].

It has been found that using spline curves, or piece-wise polynomials, is more effective in representing the solution to the differential equations [4], [8].

2. Important of this research
Fractional differential equations (FDEs) represent an important tool in technology, science and economics and engineering applications included population models, control engineering electrical network analysis, gravity, medicine, etc, [9],[14].

Fractional differential equations consist of a Fractional differential with specified value of the unknown function at more than one given point in the domain of the solution. Recently numerical methods have been used approximate at the solution of the (FDEs), which open the doors wide for future applications of these methods to tough real life problems involving the numerical solution.

The most common methods are cubic spline interpolation, finite difference method, [10],[11].

This research will add new numerical method (Legendre – spline interpolation method) to approximate the solution of Fractional differential equations.

3. Objectives of this research
This research aims to the following:

a) Discuss and compare the cubic spline interpolation with Legendre- spline interpolation method.
b) Propose new method s to approximate Fractional differential equations solution.
c) Use the new method to approximate the solution of partial Fractional differential equations.
d) Compare the gained results in terms of accuracy between the cubic spline with the legendre – spline method.
e) Discuss the stability and convergent for the Legendre – spline interpolation method.
f) Discuss the perturbation of the solution of Fractional differential equations.

4. Research phases:
Phase 1: background enhancement:

A comprehensive of text book that covers Fractional differential equations, their existing numerical solvers will be my first step to precede advanced researches.

Phase 2: research survey:

I will use the literature survey of research papers that are related to my work, by the end of this phase, I will suppose:

- Write a progress report that cover the existing solvers in my field of work, their advantages limitations and a collection of test cases and examples that covers the different categories of problems in my area of research.
- Write the related existing algorithm Fractional differential equations using my own programming language.

Phase 3: focusing numerical methods:

I will consider two parts on differential equation:
• Initial value problems for ordinary differential equations.
• Numerical methods for Fractional differential equations.

Phase 4: research work:

After the completion of the first three phases, I will receive the guidance from my supervisor about what problem in certain categories to tackle and consequently:

• Start solving the problem using other existing numerical solvers.
• Solve the problems using the computer algorithm.
• A comparison will be made with the numerical result presented elsewhere.

Description of the Method:

First, the aim of cubic spline interpolation is to get an interpolation formula that is continuous in both the first and second derivatives, by spanning \([1, x, x^2, x^3]\). \([12],[15]\).

with a suitable coefficients both within the some intervals and at the interpolating nodes. \([15]\).

On the other hand, the new method (chebyshev - spline interpolation) is generated by spanning the set

\[ \{1, x, \frac{1}{2}(3x^2 - 1), \frac{1}{2}(5x^3 - 3x)\} \]

with a suitable coefficients, i.e

\[ L(x) = \frac{b_i}{a_i} x + \frac{1}{2} c_i \left( 3x^2 - 1 \right) + \frac{1}{2} d_i \left( 5x^3 - 3x \right) \quad x \in \left[ a_i, t_i \right] \]

where the \([t_1, t_n] \) is a regular partition on \([a, b]\), i.e

\[ a = t_1 < t_2 < \ldots < t_n < a, b \]

Here, \(L(x)\) satisfy the conditions,

1 - \(L_i(t_i) = L_{i+1}(t_i), \quad i = 1, \ldots, n\)

2 - \(L_i(t_i) = L_i'(t_i), \quad i = 1, \ldots, n\)

3 - \(L_n(t_i) = L_n'(t_i), \quad i = 2, \ldots, n-1\)

4 - \(L_n(t_i) = 0 \), \(L_n'(t_i) = 0\)

now, we apply the four conditions on the function \(L(x)\), to get a system of linear equations,

\(AX = B\), where,

\[
\begin{bmatrix}
\begin{array}{cccccccc}
1 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 0 & 1 \\
\end{array}
\end{bmatrix}
\begin{bmatrix}
a_{11} \\
b_{12} \\
c_{13} \\
d_{14} \\
\vdots \\
a_{y1} \\
b_{y2} \\
c_{y3} \\
d_{y4} \\
\vdots \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
= 
\begin{bmatrix}
y_{11} \\
y_{12} \\
y_{13} \\
y_{14} \\
\vdots \\
y_{y1} \\
y_{y2} \\
y_{y3} \\
y_{y4} \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\]

where, \( y = f(t_0), t = 1, 2, \ldots, k, n \), hence, the existence of unique solution depends on \(L_i\).

so, to solve this system of linear equation, we use a mat lab programme.

Example:
The following table of values for function \(f(x) = y\) is given

\[
\begin{array}{c|cccc}
\hline
x & 2 & 2.2 & 2.4 & 2.6 \\
\hline
f(x) & -1.664587 & -2.84835 & -4.24739 & -5.79257 \\
\hline
\end{array}
\]

Now, we construct the
1 - natural cubic spline ,
2 - legendre - spline interpolation,

Here, it is noted that \(y = x^2 \cos(x)\),
Firstly : natural cubic spline:

\[
\begin{bmatrix}
1 & 2 & 4 & 8 & 16 & 32 & 64 & 128 & 256 \\
1 & 2 & 4 & 8 & 16 & 32 & 64 & 128 & 256 \\
1 & 2 & 4 & 8 & 16 & 32 & 64 & 128 & 256 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
1 \\
2 \\
4 \\
8 \\
16 \\
32 \\
64 \\
128 \\
256 \\
\end{bmatrix}
= 
\begin{bmatrix}
1 \\
2 \\
4 \\
8 \\
16 \\
32 \\
64 \\
128 \\
256 \\
\end{bmatrix}
\]
\[ X_s = \begin{bmatrix} a_{11} \\ a_{12} \\ a_{13} \\ a_{14} \\ a_{21} \\ a_{22} \\ a_{23} \\ a_{24} \\ a_{31} \\ a_{32} \\ a_{33} \\ a_{34} \\ a_{41} \\ a_{42} \\ a_{43} \\ a_{44} \end{bmatrix} ; \quad B_s = \begin{bmatrix} -1.665487 \\ -2.84835 \\ -4.24739 \\ -5.79257 \end{bmatrix} \]

to determine the coefficients \( a_{ij} \), we use matlab programme to find the inverse of \( A_s \), so,


\[ B_s = \begin{bmatrix} 52.8480 \\ 10.9932 \\ 52.0688 \\ 53.3144 \\ 44.5284 \\ -20.0193 \\ 2.5483 \\ -25.4014 \\ 45.2907 \\ -21.7315 \\ 2.7861 \end{bmatrix} \], now compute \( A_s^{-1}B_s \)

\[ X_s = A_s^{-1}B_s = \begin{bmatrix} 2.0293 \\ 3.8000 \\ 17.0888 \\ 18.0082 \\ 8.9335 \\ 3.9182 \\ 2.0872 \\ -17.7681 \\ 16.5484 \\ -7.0594 \\ 3.9182 \\ 2.0872 \\ -17.7681 \\ 16.5484 \\ -7.0594 \\ 3.9182 \end{bmatrix} \]

\[ Hence, the cubic spline interpolation, \]

\[ S(x) = \begin{cases} 52.8480 + 69.9312x + 32.0602x^2 + 5.5344x^3 & \text{if } x \in [2, 2.2] \\ -31.0234 + 44.5284x - 20.0193x^2 + 2.5483x^3 & \text{if } x \in [2.2, 2.4] \\ -25.4014 + 45.2907x - 21.7315x^2 + 2.7861x^3 & \text{if } x \in [2.4, 2.6] \end{cases} \]

Secondly, we construct the Legendre spline interpolation, auxiliary matrix can be written as

\[ A_L = \begin{bmatrix} a_L & B_L \\ a_L & B_L \end{bmatrix} \]

\[ X_L = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \\ x_5 \\ x_6 \\ x_7 \\ x_8 \\ x_9 \end{bmatrix} ; \quad B_L = \begin{bmatrix} -1.665487 \\ -2.84835 \\ -4.24739 \\ -5.79257 \end{bmatrix} \]

to determine the coefficients \( a_L \), we use matlab programme to find the inverse of \( A_L \), i.e.

\[ A_L^{-1} = \begin{bmatrix} 57.893 & -57.893 & -57.893 & -57.893 \\ -57.893 & 57.893 & -57.893 & -57.893 \\ -57.893 & -57.893 & 57.893 & -57.893 \\ -57.893 & -57.893 & -57.893 & 57.893 \end{bmatrix} \]

\[ B_L = \begin{bmatrix} 2.6585 \\ -1.0563 \\ 0.1722 \\ -0.1922 \\ -2.2065 \\ 27.9701 \\ -8.5246 \\ 53.2666 \\ 62.4133 \\ -17.5014 \\ 1.3463 \end{bmatrix} \]

\[ A_L^{-1}B_L = \begin{bmatrix} 52.8480 \\ 10.9932 \\ 52.0688 \\ 53.3144 \\ 44.5284 \\ -20.0193 \\ 2.5483 \\ -25.4014 \\ 45.2907 \\ -21.7315 \\ 2.7861 \end{bmatrix} \]

so, Legendre – spline interpolation can be written as

\[ L(x) = \begin{cases} 2.6585 + 1.0563x - 0.1922 (x-2)^2 & \text{if } x \in [2, 2.2] \\ -2.2065 + 27.9701x - 8.5246 (x-2)^2 & \text{if } x \in [2.2, 2.4] \\ -50.2096 + 62.4133x - 17.5014 (x-2)^2 & \text{if } x \in [2.4, 2.6] \end{cases} \]

Here, in the following table some comparison values between Legendre – spline, Cubic spline interpolation and exact solution, see the figures (1, 2, 3).
5. Conclusion

This research will add new numerical method (Legendre – spline interpolation method) to approximate the solution of Fractional differential equations, and also concern with the problem that tries to approximate the solution of fractional differential equations through how.
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