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Abstract:
This paper reviews the detection of DDoS attacks. This DDoS attacks could be detected using the existing machine learning techniques such as neural classifiers. These classifiers lack generalization capabilities which result in less performance leading to high false positives. This paper evaluates the performance of a comprehensive set of machine learning algorithms for selecting the base classifier using the publicly available KDD Cup dataset. Based on the outcome of the experiments, Resilient Back Propagation (RBP) was chosen as base classifier for our research. The improvement in performance of the RBP classifier is the focus of this paper. Our proposed classification algorithm, RBPBoost, is achieved by combining ensemble of classifier outputs and Neyman Pearson cost minimization strategy, for final classification decision. Publicly available datasets such as KDD Cup, DARPA 1999, DARPA 2000, and CONFICKER were used for the simulation experiments. RBPBoost was trained and tested with DARPA, CONFICKER, and our own lab datasets. Detection accuracy and Cost per sample were the two metrics evaluated to analyze the performance of the RBPBoost classification algorithm. From the simulation results, it is evident that RBPBoost algorithm achieves high detection accuracy (99.4%) with fewer false alarms and outperforms the existing ensemble algorithms. RBPBoost algorithm outperforms the existing algorithms with maximum gain of 6.6% and minimum gain of 0.8%
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1. Introduction

Intrusion Detection System is a tool that is being used by many Network Security Officers in order to protect Organization from attacks from different sources. Intrusion Detection Systems (IDSs) have emerged in the computer security area because of the difficulty of ensuring that an information system will be free of security flaws. Computer systems suffer from security vulnerabilities regardless of their purpose, manufacturer or origin, and it is technically difficult as well as economically costly, in terms of both building and maintaining such a system, to ensure that computer systems and networks are not susceptible to attacks. The damages of attacks include loss of intellectual property and liability for compromised customer data hence there is a need for IDS. The block diagram representation of the architecture of Intrusion Detection System is shown in figure 1.

The data collected from the internet is fed into the preprocessing unit where the raw data is formatted to make it compatible with the intrusion detection system under consideration. Subsequently data is classified as normal or attack. Normal data is allowed to pass through while on the other hand attack data is classified to the type of attack, saved in the database (Db) and an alert is raised. There have been lots of traditional rule-based works to the design of IDS [1]. Recently, an increasing amount of research has been conducted on applying artificial neural networks to detect intrusions in the network. It has been shown that network traffic can be efficiently modeled using artificial neural networks. This method proves to be advantageous as it goes through rigorous training, validation and level 1 testing phases before being actually fed to the network for detecting attacks. An artificial neural network consists of a collection of processing elements that are highly interconnected. Given a set of inputs and a set of desired outputs, the transformation from input to output is determined by the weights associated with the interconnections among processing elements. By modifying these interconnections, the network is able to adapt to the desired outputs. IDS may be divided into two categories: misuse detection and anomaly detection.
We have designed an anomaly based detection system which carefully analyses the network traffic for known attacks for which the system has been trained previously and alerts the system administrators for abnormal packets. For this purpose we have used KDD cup ‘99 dataset to test the feasibility, efficiency and effectiveness of our model. In our system it becomes necessary to group network traffic together to present it to the neural network. We have used all 41 attributes of the KDD cup ‘99 dataset to design the IDS. Previous papers have used 30 attributes using neural network [2]. To accomplish this we have used neural network pattern recognition back propagation algorithm which has been shown to be effective in novelty detection [3]. After the introduction in section I, we describe related works in section II. The data set used for simulation is discussed in section III. Section IV describes our IDS architecture. Simulation environment and experimental results are provided in section V. The paper is concluded in section VI with some highlights on future works.

Ease of Use
A distributed denial of service (DDoS) attack [1, 6] is a large-scale, coordinated attack on the availability of services of a victim system or network resources, launched indirectly through many compromised computers on the Internet. The first well-documented DDoS attack appears to have occurred in August 1999, when a DDoS tool called Trinoo was deployed in at least 227 systems, to flood a single University of Minnesota computer, which was knocked down for more than two days1. The first large scale DDoS attack took place on February 2000. On February 7, Yahoo! was the victim of a DDoS attack during which its Internet portal was inaccessible for three hours. On February 8, Amazon, Buy.com, CNN and eBay were all hit by DDoS attacks that caused them to either stop functioning completely or slowed them down significantly.

Our proposal is to make intelligent message discard Decisions based on Neural Networks to result in fewer false alarms.

The contributions of this paper include the following:

- Generic architecture of DDoS attack detection and response system for collaborative environment.
- Implementation of RBPBoost algorithm for the classification of network traffic.
- A classification accuracy of dataset
- 55.2% when training and testing of KDD dataset.
- 55.5% when training and testing on the lab dataset.

2. Related Works:
2.1 DDoS attack

DDoS attack is broadly classified into bandwidth depletion and resource depletion attack. In bandwidth depletion attack, attackers flood the victim with large traffic that prevents the legitimate traffic and amplify the attack by sending messages to broadcast IP address. In resource depletion attack, attackers attempt to tie up the critical resources (memory and processor) making the victim unable to process the service. A structural approach for DDoS attack classification is proposed in [27]. The detailed analysis on DDoS attacks and available attack tools [10] show that the DDoS attack has the following characteristics:

- Source and Destination IP address and port numbers of the
- Packets are spoofed and randomly generated.
- Window size, sequence number, and packet length are fixed during the attack.
- Flags in the TCP and UDP protocols are manipulated.
- Roundtrip time is measured from the server response.
- Routing table of a host or gateway is changed.
- DNS transaction IDs (reply packet) are flooded.
- HTTP requests are flooded through port 80.

2.2 Real time feature extraction

Features are statistical characteristics derived from the collected dataset. Selection of real time feature set plays a vital role in online traffic classification. More number of features leads to better accuracy. But, computation of more number of features in real time causes more overhead and time consuming. 248 features are given and 1 feature is used to describe the class (normal or attack). Computation of all the 248 features [13] took approximately two days on a dedicated System Area Network. Out of 248 features, some features such as maximum interpacket arrival time cannot be calculated until the entire flow is completed. Moreover, features based on Fast Fourier Transform values need better signal processing methods to reduce the computation time. So, less number of appropriate statistical features is to be selected for better pattern classification.

Feature extraction [36] is classified into two stages:

1. Feature Construction
2. Feature Selection.
Constructing the features is either integrated into the modeling process or into the preprocessing stage which includes standardization, normalization, etc. Feature Selection is divided into Filter methods and wrapper methods. In filter methods, selection is based on distance and information measures in the feature space. In wrapper methods, selection is based on classifier accuracy. Three statistical features are used in [25]. Nine features are used in [35]. Flow based feature selection has been shown to block legitimate traffic in [35]. Flow based selection gives summary of metadata. By blocking the IP address and port, flow based selection does not permit the legitimate requests. Hence, instead of flow based solution, packet based solution has been used in this paper.

2.3 Machine learning methods

Machine learning is mostly focused on finding relationships in data and analyzing the process for extracting such relations Machine learning paradigms are classified as Supervised Learning (SL), Unsupervised Learning (UL), and Reinforcement Learning (RL). In SL, the algorithm attempts to learn some function with given input vector and actual output. In UL, the algorithm attempts to learn only with given input vector by identifying relationships among data. In RL, the algorithm learns with a single bit of information which indicates to the neuron whether the output is good or bad. Though many evolutionary algorithms exist, neural network algorithms provide a promising alternative in classifying relationships in data and analyzing the process for extracting such relations. Machine learning technique rather than classification to find the similarity of metadata. Therefore system should achieve this diversity, ensemble of classifiers can be constructed by manipulating training data, feature sets, and injecting randomness. For the construction of the ensemble, the entire dataset is divided into subsets and each classifier is trained with each subset. In order to construct the ensemble by manipulating input feature sets, it is divided into smaller feature subsets and each classifier is trained with the same dataset. Another method to construct the ensemble is by randomly initializing the parameters such as weights, etc., and training with different parameter values at different times. As the number of features selected for training in this paper is less, the ensemble construction by feature set is not suitable. The advantage of constructing an ensemble by manipulating training data is that the generated hypothesis performs fairly well even when there are only small changes in traffic data. So, ensemble construction by manipulating training data was chosen, as it would correctly detect the deviations.

Classifier combination is divided into two categories:
- Classifier selection, where each classifier is trained to become an expert in some local area of the total feature space.
- Classifier fusion, where all classifiers are trained over the same feature space.

Classifier outputs can be combined by methods such as Majority Voting, Weighted Majority Voting (WMV), etc. In this paper, popular ensemble methods such as Bagging [16], Boosting, and AdaBoost [31] are compared with our proposal, RBPBoost. Our algorithm differs from existing algorithms in two ways, viz., achieving diversity of the classifiers and combining the classifier outputs through WMV and Weighted Product Rule (WPR).

3. Proposed System Design

The system is to develop an Intrusion detection system based on learning technique. Firstly known classes of intrusion like DDOS, Perl attack, Neptune attack signature is formed from standard KDD dataset. This has several string values which are not understood by the classifier. Therefore these values are converted to suitable numbers based on their properties. Database is partitioned into two parts: Training and Testing. Testing involves giving one row from the dataset as input. System classifies the row as Normal or Abnormal.

The same concept is then adopted in a real time environment to detect anomaly in internet access from college data. Router log is used to extract the features. As these features are not reclassified, we use a regression technique rather than classification to find the similarity with any data of earlier dates. Baseon protocol used, we then classify the data as normal or abnormal.

Multiple alert of the same signature leads to misleading inferences for intrusion database. Therefore system should be able to detect and store only those intrusions that are relevant for future detection and those that are
significantly independent signature. Generally such a system work offline where firstly all the intrusions are marked as they appear and then the aggregation system aggregates the data. To validate this concept we use a Mesh network based simulation where we detect intrusion based on BER, Delay and energy consumption. The proposed system design architecture consists of the four main modules that are:

A: data collection module:
B: preprocessing.
C: Classification
D: Response

A receiver process running in promiscuous mode captures all incoming packets and stores in data storage server. The data is stored as set of traffic flows, with each instance being described by a set of features. Each instance is expressed in vector space model (A).

Preprocessing refers to the process of extracting information about packet connections from data and construction of new statistical features. The preprocessing steps are explained as follows:
1. Let ‘x’ be the input vector of dimension ‘n’, such that x = [x1, x2, x3, . . .xn]. The variables xi of the input vector is the original features.
2. Let ‘tx’ be a vector of transformed features of dimension ‘tn’.

The statically characteristics features are used to find the statistical properties such as standard deviation and variance. These values are used as inputs for machine learning algorithms (B).

In this module, Dataset of particular class is split into subsets. Each subset is trained with Ensemble of classifiers and results are combined by WMV [7]. TK is the total number of classifiers chosen using cross-validation. Cross-validation is a popular method of manipulating training data to subdivide the training data into ‘k’ disjoint subsets and to reconstruct training sets by leaving out some of the subsets. Results of each classification system are further combined by WPR [7]. The efficiency of classification of the classifier is significant in the decision making process. Hence, it is measured by a parameter Q-statistic. For effective decision, the Q-statistic should be zero. The training time depends on the number of times the classifier needs training which in turn depends on the mean square error between iterations reaching global minimum. The training is speeded up by removing the overlapping data and retaining only the training samples adjacent to the decision boundary. This method again consists of training and classifier is the sub stages (C).

Detection system deployed in each site maintains a hash table and updates IP address and port number (attack signature) of the suspicious blacklist nodes. When a site receives the attack signature, it checks if it exists in its hash table. If present, it means that the system is already alerted. If not, attack signature is added to the infected list. The updated attack signature is sent to all collaborating nodes, to prevent any damage that may be caused to the available services (D).

4. Proposed System Algorithm

The classification of the preprocessed data is carried out using RBPBoost algorithm. The block diagram shows that how RBPBoost algorithm uses the KDDCup99 dataset. This dataset is divided into two subset dataset and each subsets dataset is tested with this algorithm. Each subset is trained with ensemble of classifiers and results are combined by WMV [13]. TK is the total number of classifiers chosen using cross-validation. Cross-validation is a popular method of manipulating training data to subdivide the training data into ‘k’ disjoint subsets and to reconstruct training sets by leaving out some of the subsets. Results of each classification system are further combined by WPR [13]. The efficiency of classification of the classifier is significant in the decision making process.

The training of dataset is carried out by using feed forward neural network. But this neural network does not provide good detection accuracy. So in order to increase the detection accuracy we are used the RBP neural an ensemble of classifiers is trained for each individual data subset and the results are combined. A new classifier is added at each iteration. In our algorithm as given in Figure 3. Two classes (Normal and DDoS attack traffic) are considered.

The inputs to the algorithm are as follows:
• Training data comprised of ‘n’ instances with correct output labels.
• Resilient Back Propagation algorithm (RBP) as supervised base classifier.
• Number of classifier network

This dataset trained using artificial neural network and then tested with the RBP neural network to find its detection accuracy.

Multilayer networks typically use sigmoid transfer functions in the hidden layers. These functions are often called "squashing" functions, because they compress an infinite input range into a finite output range. Sigmoid functions are characterized by the fact that their slopes must approach zero as the input gets large. This causes a problem when you use steepest descent to train a multilayer network with sigmoid functions, because the gradient can have a very small magnitude and, therefore, cause small changes in the weights and biases, even though the weights and biases are far from their optimal values.

The purpose of the resilient backpropagation (Rprop) training algorithm is to eliminate these harmful effects of the magnitudes of the partial derivatives. Only the sign of the derivative can determine the direction of the weight update; the magnitude of the derivative has no effect on the weight update. The size of the weight change is determined by a separate update value. The update value for each weight and bias is increased by a factor delt_inc whenever the derivative of the performance function with respect to that weight has the same sign for two successive iterations. The update value is decreased by a factor delt_dec whenever the derivative with respect to that weight changes sign from the previous iteration. If the derivative is zero, the update value remains the same. Whenever the weights are oscillating, the weight change is reduced. If the weight continues to change in the same direction for several iterations, the magnitude of the weight change increases.

First, investigate the storage format of the network. RBF networks are stored in objects with head RBFNet. The first component contains the parameters and the second component is a list of rules. Initialize an RBF network with three inputs, two outputs, and five neurons. This is done by initializing a network with matrices of the appropriate size without any data.
using different types of neural network with KDDCup 99 dataset input for this one.

2. The second one is the DDOS attack like matching using our college log file.

3. The final one is just shows us that how the intrusion is happened in normal wireless artificial immune system.

5. Simulation Results

To access the effectiveness of the proposed intrusion detection approach, the following simulation was performed. Pentium® Dual-Core CPU E5200 @ 2.50GHz, having 2.98 GB of RAM was used. The operating system used was Microsoft Windows XP Professional with Service Pack 3. Simulation was performed using Matlab 2012a version 7.9.0.529. KDD dataset containing 311030 sample data was used as input to the IDS. Out of this 217720 samples were used for training, 46655 samples were used for validation and the rest 46655 samples were used for level 1 testing.

Figure 6 shows the experimental neural network setup for the proposed IDS. The proposed IDS is capable of handling five classes of attack namely DoS, U2R, Probe, U2L and normal. Data and target value are considered to configure the network’s inputs and outputs to match. Configuration is the process of setting network input and output sizes and ranges, input preprocessing settings and output post processing settings, and weight initialization settings to match input and target data. The network is trained for different values of epochs and error goal, where epoch and error goal are training parameter. Typically one epoch of training is defined as a single presentation of all input vectors to the network. The network is then updated according to the results of all those presentations. Training occurs until a maximum number of epochs occur, the performance goal is met, or any other stopping condition of the training function occurs. Figure 6 show the training of feed forward Neural Network.

After executing the neural network we got the better detection accuracy as 55.86. This we can show below.

Figure 7 shows the performance of the system taking into account training, validation and level 1 testing data. It shows that the best validation performance was 2.963e-005 at epoch 41.

Figure 8 shows the neural network training state plot. It also shows validation check at epoch 41 and highlights that there is no validation failure up to this epoch.

The graphical representation of the visual impression of the distribution of Errors (Targets- Outputs) is shown as the Error Histogram plot for the given data in figure 9. It consists of tabular instances shown as adjacent rectangles erected over discrete bins. It shows that maximum error ~ 0.08117.
The receiver operating characteristics for training, validation and testing phases of the dataset are shown in Figure 10. The ideal value should be close to one. As per the simulation we have got data which are mostly True Positive. So finally we are got the good detection accuracy. So that we are chosen RBP neural network is the base classifier.

6. Conclusion and Future Scope

Critical services are often badly affected by DDoS attacks, in spite of the conventional deployment of network attack prevention mechanisms such as Firewall and Intrusion Detection Systems. Some intrusion detection systems detect only attacks with known signatures. Predicting the future attacks is impossible. Hence, the system must be trained and tested in such a way that it learns by observing the aberrant patterns associated with the network traffic and classify the incoming traffic as an attack or normal. The training time depends on the number of times the classifier needs training which in turn depends on the mean square error between iterations reaching global minimum. The training is speeded up by removing the overlapping data and retaining only training samples adjacent to the decision boundary. Also, as the number of input vector is less, the training time is less. Hence, it is evident that RBPBoost algorithm will be suitable for real time environment.
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