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Summary 
Clustering is the process of grouping the objects based on some 
similarity measure. In hierarchical clustering, the objects can be 
clustered on the basis of single linkage, average linkage or 
complete linkage. In this paper we have proposed a hybrid 
approach of clustering based on AGNES and DIANA clustering 
algorithms, an extension to the standard hierarchical clustering 
algorithm. In the proposed algorithm, we have used single 
linkage as a similarity measure. The proposed clustering 
algorithm provides more consistent clustered results from various 
sets of cluster centroids with tremendous efficiency. 
Keywords 
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1. Introduction 

The Clustering is process of forming group of data-items 
of similar type based on some similarity measure. For 
better clustering results the inter-cluster distance should be 
more and intra-cluster distance should be less. In the 
proposed algorithm, we have used single linkage 
mechanism to calculate the distance matrix at each step [3]. 
Hierarchical clustering is a technique of cluster analysis 
which is used to build a hierarchy of clusters [8]. 
Hierarchical cluster analysis (or hierarchical clustering) is 
a popular approach to cluster analysis, in which the group 
of objects is formed from together objects or records that 
are "near/similar" to one another [13]. 
A key component of the analysis is repeated calculation of 
distance measures among objects, and among clusters once 
objects begin to be grouped into clusters. The result is 
represented graphically as a dendogram [3, 8] (the 
dendogram is a graphical representation of the results of 
hierarchical cluster analysis). 
The initial data for the hierarchical cluster analysis of N 
objects is a set of N×(N – 1)/ 2 object-to-object distances 
and a linkage function [8] for computation of the cluster-
to-cluster distances. A linkage function is an important 
characteristic for hierarchical cluster analysis. Its value is a 
measure of the "distance" between two groups of objects 
(i.e. between two clusters). 
The two main categories of methods for hierarchical 
cluster analysis are divisive methods and agglomerative 
methods [3, 7, 8, 13]. In general, the agglomerative 
methods are mostly used. On each step, the pair of clusters 
with smallest cluster-to-cluster distance is fused into a 

single cluster and finally all the objects are grouped into a 
single cluster. 
In divisive methods, on each step, the pair of clusters is 
divided into smaller clusters and at the final step all the 
clusters contain the single object. 
In this paper, we have proposed an algorithm which is a 
hybrid approach using the concept of AGNES 
(agglomerative approach) and DIANA (divisive approach) 
algorithm. The algorithm provides all the results obtained 
from AGNES and DIANA at each steps. Proposed 
algorithm combines the benefit of both algorithms. 

2. Literature survey 

In the research paper, Step-wise clustering procedures 
written by B.King, the author has described simple step-
wise procedure for clustering is discussed. According to 
him, there are two alternative criteria for the merger of 
groups at each pass as follows:- (a) maximization of the 
pairwise correlation between the centroids of two groups 
and (b) minimization of wilks’ statistic to test the 
hypothesis of independence between two groups[3]. In the 
paper, cluster based approach to browsing large document 
collections, Douglass R. Cutting with David. R. Karger, 
Jan. O. Pedersen and John W. Tukey has discussed that 
problem with document clustering only when clustering is 
used in an attempt to improve conventional search 
techniques [4]. In this paper document browsing 
techniques has been presented. In the paper, Principal 
direction divisive partitioning, Daniel Boley has proposed 
a new algorithm that is capable of partitioning a set of 
documents or other samples based on an embedding in a 
high dimensional Euclidean scope using divisive approach 
[8]. In the proposed approach, the documents are 
assembled into a matrix which is very sparse and in this 
algorithm sparsity provides efficiency. Brian S Everitt, 
Sabine Landau, and Morven Leese discussed more about 
Cluster Analysis in volume 33 of Social Science Research 
Council Reviews of Current Research. Arnold, 2001 
including dendogram, linkages and similarity matrices[2]. 
Eui-Hong Han and George Karypis proposed Centroid-
based document classification: Analysis and experimental 
results, 2000 in his work[6]. This document explains the 
document classication process using the Centroids and 
distance metrics. 
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3. Organization of paper 

The organization of the entire paper is as follows- section-I 
gives the introduction about what is clustering, 
hierarchical clustering and small introduction about 
AGNES, DIANA and linkages and similarity matrix. In 
the section-II literature survey is discussed. Section-IV 
gives the brief introduction of AGNES algorithm with 
example, section-V gives brief introduction about DIANA 
and section-VI summarizes the proposed algorithm. 
Section-VII gives the comparative study of three 
algorithms i.e. AGNES, DIANA and AGGLO-DIVISIVE. 
Section-VIII concludes all the applications of proposed 
algorithm and future scope. Section-IX is the conclusion of 
overall work. 

4. Agglomerative clustering: agnes 

 

4.1 Example (AGNES) 

Table: 1. Data Set 

 
X1 X2 

A 1 1 
B 1.5 1.5 
C 5 5 
D 3 4 
E 4 4 
F 3 3.5 

 

Fig: 1. Scatter Plot 

Distance matrix-D0 
Min Distance (Single Linkage) 

Table:  2. Matrix D0 
Dist A B C D E F 
A 0 O.71 5.66 3.61 4.24 3.2 
B 0.71 0 4.95 2.92 3.54 2.5 
C 5.66 4.95 0 2.24 1.41 2.5 
D 3.61 2.92 2.24 0 1 0.5 
E 4.24 3.54 1.41 1 0 1.12 
F 3.2 2.5 2.5 0.5 1.12 0 

Distance matrix-D1 
Min Distance (Single Linkage) 

Table: 3. Matrix D1 

 
A B C D,F E 

A 0 O.71 5.66 ? 4.24 
B 0.71 0 4.95 ? 3.54 
C 5.66 4.95 0 ? 1.41 

D, F ? ? ? 0 ? 
E 4.24 3.54 1.41 ? 0 

Minimum distance between cluster B and cluster A is now 
0.71.  

Table: 4. Matrix D1 
Dist A B C D,F E 
A 0 O.71 5.66 3.2 4.24 
B 0.71 0 4.95 2.5 3.54 
C 5.66 4.95 0 2.24 1.41 

D, F 3.2 2.5 2.24 0 1 
E 4.24 3.54 1.41 1 0 

Distance matrix-D2 
The cluster A and cluster B is grouped into a single cluster 
name (A, B).  
Min Distance (Single Linkage) 

Table: 5. Matrix D2 
Dist A,B C D,F E 
A,B 0 ? ? ? 
C ? 0 2.24 1.41 

D, F ? 2.24 0 1 
E ? 1.41 1 0 

 
Using single linkage, we specify minimum distance 
between original objects of the two clusters. Using the 
input distance matrix, distance between cluster (D, F) and 
cluster A is computed as  
d(D,F)-->A=min(d(DA, dFA)=min(3.61,3.20)=3.20 
 
Distance between cluster (D, F) and cluster B is  
d(D,F)B=min(d(DB, dFB)=min(2.92,2.50)=2.50 
 
Distance matrix-D3 
We can see that the closest distance between clusters 
happens between cluster E and (D, F) at distance 1.00. 
Thus, we cluster them together into cluster ((D, F), E). 
Min Distance (Single Linkage)  
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Table: 6. Matrix D3 
Dist A,B C D,F E 
A,B 0 4.95 2.5 3.54 
C 4.95 0 2.24 1.41 

D, F 2.5 2.24 0 1 
E 3.54 1.41 1 0 

Distance matrix-D4 
Min Distance (Single Linkage) 

Table: 7. Matrix D4 
Dist A,B C (D,F),E 
A,B 0 4.95 4.95 
C 4.95 0 1.41 

(D, F),E 2.5 1.41 0 
Distance between cluster ((D, F), E) and cluster (A, B) is 

calculated as d((D,F),E)(A,B)=min(dDA,dDB,dFA,dFB) 
= min(3.61,2.92,3.20,2.5,4.24,3.54)=2.50 

 
Distance matrix- D5 
Min Distance (Single Linkage) 

Table: 8. Matrix D5 
Dist (A,B) ((D,F),E),C) 
A,B 0 4.95 

((D,F),E),C) 2.5 0 
d (((D,F),E),c)(A,B)=min(dDA,dDB,dFA,dFB’ dEA, dEB ,dCA ,dCB) 
d (((D,F),E),c)(A,B)=min(3.61,2.92,3.20,2.5,4.24,3.54,5.66,4.9
5)=2.50 

4.2 RESULTS (AGNES) 

1. In the beginning we have clusters as : A, B, C, D, 
E and F.  

2. Clusters D and F are merged into cluster (D, F) at 
distance 0.50  

3. Clusters A and cluster B are merged into (A, B) at 
distance 0.71  

4. Clusters E and (D, F) are merged into ((D, F), E) 
at distance 1.00  

5. Clusters ((D, F), E) and C are merged into (((D, 
F), E), C) at distance 1.41  

6. Clusters (((D, F), E), C) and (A, B) are merged 
into ((((D, F), E), C), (A, B)) at distance 2.50  

7. In the last step, cluster contain all the objects, 
thus terminate the computation. 

The hierarchy is given as (((D, F), E),C), (A,B).  

 

Figure: 2. Dendogram AGNES 

 

Figure: 3. Clusters in XY space 

4.3 Limitations 

• Main limitations of agglomerative clustering 
methods are[13]: 

• They do not scale well: time complexity of at 
least O(n2), where n denotes the number of total 
objects; 

• The actions performed in previous steps can’t be 
undone. 

5. Divisive clustering: diana  

 

Algorithm 
1. Begin with the single cluster having level 

L(0) = n and sequence number m = 0. 
2. Find the most dissimilar pair of clusters in 

the current clusters, say pair (r), (s), 
according to 
d[(r),(s)] = min d[(i),(j)] 
where the min is complete pairs of clusters 
in the current cluster. 

3. Increment the sequence number: m = m +1. 
Split the cluster into clusters (r) and (s) to 
form the next cluster. Make the level of this 
clustering to 
L(m1) = d[(r)] and L(m2)=d[(s)] 

4. Update the similarity matrix, D, by adding 
the rows and columns corresponding to 
clusters (r) and (s) and deleting a row and 
column corresponding to the newly formed 
cluster. The similarity between the new 
cluster, denoted r and s and old cluster (k) 
is defined in this way:  
d[(k), (r,s)] = max d[(k),(r)], d[(k),(s)] 

             If all objects are in distinct clusters, stop. 
Else, go to step 2. 
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5.1. Example (DIANA) 

Distance matrix-D0 
Min Distance (Single Linkage) 

Table: 9. Matrix D0 
Dist (A,B) ((D,F),E),C) 
A,B 0 4.95 

((D,F),E),C) 2.5 0 
d (((D,F),E),c)(A,B)=min(dDA,dDB,dFA,dFB’ dEA, dEB ,dCA ,dCB) 
 
Distance matrix-D1 
Min Distance (Single Linkage) 
d (((D,F),E),c)(A,B)=min(3.61,2.92,3.20,2.5,4.24,3.54,5.66,4.9
5)=2.50 

Table: 10. Matrix D1 
Dist A,B C (D,F),E 
A,B 0 4.95 4.95 
C 4.95 0 1.41 

(D, F),E 2.5 1.41 0 
Distance between cluster ((D, F), E) and cluster (A, B) is 
calculated as  
d ((D,F),E)(A,B)=min(dDA,dDB,dFA,dFB)=min(3.61,2.92,3.20,
2.5,4.24,3.54)=2.50 
 
Distance matrix-D2 
Min Distance (Single Linkage)  

Table: 11. Matrix D2 
Dist A,B C D,F E 
A,B 0 4.95 2.5 3.54 
C 4.95 0 2.24 1.41 

D, F 2.5 2.24 0 1 
E 3.54 1.41 1 0 

 
Distance matrix-D3 
Min Distance (Single Linkage)  

Table: 12. Matrix D3 
Dist A B C D,F E 
A 0 O.71 5.66 3.2 4.24 
B 0.71 0 4.95 2.5 3.54 
C 5.66 4.95 0 2.24 1.41 

D, F 3.2 2.5 2.24 0 1 
E 4.24 3.54 1.41 1 0 

 
Distance matrix-D4 
Min Distance (Single Linkage)  

Table: 13. Matrix D4 
Dist A B C D E F 
A 0 O.71 5.66 3.61 4.24 3.2 
B 0.71 0 4.95 2.92 3.54 2.5 
C 5.66 4.95 0 2.24 1.41 2.5 
D 3.61 2.92 2.24 0 1 0.5 
E 4.24 3.54 1.41 1 0 1.12 
F 3.2 2.5 2.5 0.5 1.12 0 

 
 

Distance matrix-D5 
Min Distance (Single Linkage) 

Table: 14. Matrix D5 
Dist A B C D E F 
A 0 O.71 5.66 3.61 4.24 3.2 
B 0.71 0 4.95 2.92 3.54 2.5 
C 5.66 4.95 0 2.24 1.41 2.5 
D 3.61 2.92 2.24 0 1 0.5 
E 4.24 3.54 1.41 1 0 1.12 
F 3.2 2.5 2.5 0.5 1.12 0 

5.2. Results(DIANA) 

1. In the beginning we have single cluster as:(((D, 
F), E), C), (A, B)) . 

2. Cluster :(((D, F), E), C), (A, B)) is split into 
clusters (((D, F), E), C) and (A, B) . 

3. Cluster (((D, F), E),C) is split into ((D, F), E) and 
(cluster C) at distance 1.41  

4. Cluster ((D, F), E) is split into (D, F) and (cluster 
E) at distance 1.00  

5. Cluster (A, B) is split into cluster A and cluster B 
into at distance 0.71  

6. Cluster (D, F) is split into D and F at distance 
0.50  

7. In the end we have single-single object in all 
clusters: (A, B, C, D, E, F). 

8. The last clusters contain single object, thus 
terminate. 

 

Figure: 4. Dendogram DIANA 
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6. Hybrid clustering: agglo-divisive  

 
 

6.1. Example (AGGLO-DIVISIVE) 
Step-1 

Table 15: Step1 of Agglo-divisive 
Dist A B C D E F 
A 0 O.71 5.66 3.61 4.24 3.2 
B 0.71 0 4.95 2.92 3.54 2.5 
C 5.66 4.95 0 2.24 1.41 2.5 
D 3.61 2.92 2.24 0 1 0.5 
E 4.24 3.54 1.41 1 0 1.12 
F 3.2 2.5 2.5 0.5 1.12 0 

 
Dist (A,B) ((D,F),E),C) 
A,B 0 4.95 

((D,F),E),C) 2.5 0 
Step-2  

Table: 16 Step2 of agglo-divisive 
Dist A B C D,F E 
A 0 O.71 5.66 3.2 4.24 
B 0.71 0 4.95 2.5 3.54 
C 5.66 4.95 0 2.24 1.41 

D, F 3.2 2.5 2.24 0 1 
E 4.24 3.54 1.41 1 0 

 
Dist A,B C (D,F),E 
A,B 0 4.95 4.95 
C 4.95 0 1.41 

(D, F),E 2.5 1.41 0 

7. Comparison among agnes, diana and 
proposed algorithm 

S.No. AGNES DIANA AGGLO-
DIVISIVE 

1. Follows 
bottom-up 
approach. 

Follows top-
down approach. 

Follows hybrid 
approach 

2. Converges 
slowly. 

Convergence 
time is same as 
AGNES. 

Converges fast. 

2. Time 
complexity 
is O(n2) 

Time 
complexity is 
O(n2) 

Time 
complexity is 
O(n2) 

3. In the 
beginning, 
all the 
objects are 
in different 
clusters. 

In the 
beginning, all 
the objects 
belong to single 
cluster. 

Two sets are 
maintained, one 
for cluster from 
top-down 
approach and 
second for 
clusters from 
bottom-up 
approach. 

4. Then we 
merge 
these 
atomic 
clusters 
into bigger 
and bigger 
clusters. 

We then 
subdivide the 
cluster into 
reduced and 
reduced 
clusters. 

Both the steps 
are performed. 

ALGORITHM: AGGLO-DIVISIVE                                              
1. Begin with the single cluster having level 

L1(0) = n and sequence number m1 = 0 and 
Begin with the single cluster having level 
L2(0) = n and sequence number m2 = 0. 

2. Find the most dissimilar pair of clusters in the 
current clusters, say pair (r), (s), according to 
d2[(r),(s)] = min d2[(i),(j)] 
where the min is complete pairs of clusters in 
the current clusters, and 
Find the least dissimilar pair of clusters in the 
current clustering, say pair (r), (s), according 
to 
d1[(r),(s)] = min d1[(i),(j)] 
where the min is complete pairs of clusters in 
the current clustering. 

3. Increment the sequence number: m = m +1. 
Split the cluster into clusters (r) and (s) to 
form the next cluster. Make level of this 
clustering to L2(m11) = d2[(r)] and 
L2(m12)=d2[(s)] and if L1!=L2 then 
L1(m1) = d1[(r)] and L1(m2)=d1[(s)] 

4. Update the similarity matrix, D, by adding the 
rows and columns corresponding to clusters 
(r) and (s) and deleting a row and column 
corresponding to the newly formed cluster. 
The similarity between the new cluster, 
denoted r and s and old cluster (k) is defined 
in this way:  
d2[(k), (r,s)] = min d2[(k),(r)], d2[(k),(s)] 
And, Update the similarity matrix, D, by 
adding the rows and columns corresponding 
to clusters (r) and (s) and deleting a row and 
column corresponding to the newly formed 
cluster. The similarity between the new 
cluster, denoted r and s and old cluster (k) is 
defined in this way:  
d1[(k), (r,s)] = max d1[(k),(r)], d[(k),(s)] 

5. If L1=L2 merge L1 and L2 to generate L, 
otherwise repeat from step 2. 
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8. Applications of proposed algorithm : agglo-
divisive  

8.1 Greedy matching application. 

Suppose that each member of a set of n applicants rank a 
subset of m posts in strict order of priority. A matching is 
set of (post, applicant) pair such that each applicant and 
each post appears in at most one pair. A greedy matching 
is the matching in which the maximum possible number of 
applicants are matched to their first choice post, and 
subject to that condition, then the maximum possible 
number are matched to their second choice post and so on. 
This is an important concept in any practical matching 
situation where the priorities are only at one side of the 
market. A greedy matching can be performed by a 
transformation to the classical problem of maximum 
weight bi-partite matching. However, an exponentially 
decreasing sequence of weights must be assigned to the 
entries in each priority list, and this adversely affects the 
complexity of the algorithm. 
The proposed algorithm can also be used in greedy 
matching applications like above with great results. 

8.2 Travelling salesman heuristic application. 

Travelling salesman problem is a popular optimization 
problem. Optimization solution to small instances can be 
found in reasonable time by linear programming. However, 
since travelling salesman is NP-hard, it will be very time 
consuming to solve larger instances with guaranteed 
optimality. 
The proposed algorithm can be very efficiently used to 
solve larger instances of the problem in reduced time. 

Conclusion and future work 

Proposed algorithm provides the facility to have the 
benefits of AGNES and DIANA in the single algorithm. 
At the same time, the proposed algorithm minimizes the 
convergence time. At each step, we have all the clusters 
which are obtained from AGNES and DIANA. Proposed 
algorithm is applicable in all the scenarios where not only 
AGNES is applicable but also in all the scenarios where 
DIANA is applicable. 
AGNES hierarchical clustering algorithm can be used in 
the situation where deductive approach is required and 
DIANA hierarchical clustering is applicable where 
inductive approach is required. Were as, proposed 
algorithm can be used for both scenarios. The proposed 
algorithm is better in the sense that it reduces the 
execution time and provides better results with greater 
flexibility. 

In this area, there is scope of future work like these 
algorithms hierarchical algorithms) can also be 
implemented using average linkage and maximum linkage. 
After implementation, the comparative performance can be 
measured for all the algorithms. 
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