
IJCSNS International Journal of Computer Science and Network Security, VOL.15 No.2, February 2015 103 

An Efficient Location and Detection (ELD) based Mobile ad-hoc 
networks implementation with Embedded Systems 

RAJARAM.M, V.SUMATHY 
Department of Electronics and Communication Engineering 

Park college of Engineering and Technology, Coimbatore, India  
 

Abstract 
A Mobile Ad-hoc Network (MANET) is a temporary wireless 
network composed of mobile nodes, in which an infrastructure is 
absent. If two mobile nodes are within each other’s transmission 
range, they can communicate with each other directly; otherwise, 
the nodes in between have to forward the packets for them. 
Several routing protocols have already been proposed for ad hoc 
networks. This paper suggests an approach to utilize location 
information obtained by using DLRDPF (Dynamic located 
Routing and Detection Protocol Far), if the destination is Remote 
and DLRPL (Dynamic located Routing and detection Protocol 
Local), if the destination is local. in this routing scheme  affected 
various attacks. In MANETs, it is difficult to identify malicious 
attacks as the topology of the network dynamically changes. In 
this Progress we proposed new efficient dynamic detection 
scheme for attacks also . Using location information to help 
routing is often proposed as a means to achieve scalability 
benefits like Packet delivery ratio, throughput and Normalized 
load in large mobile ad-hoc networks. and  detect the attacks . 
We use the network simulator 2 (ns-2) system to conduct the 
MANET simulations and consider scenarios for  location and  
detection. and on the  Tiny based Real time operating systems. 
Keywords: 
Adhoc networks, Location, Detection attacks, Scalability benefits, 
Tiny 2.OS 

I. INTRODUCTION 

Mobile Ad Hoc Networking comprehensively covers all 
areas of the technology, including protocols and models, 
with an emphasis on the most current research and 
development in the rapidly growing area of ad hoc 
networks. Each node in an ad hoc network is in charge of 
routing information between its neighbors,[1] thus 
contributing to and maintaining connectivity of the 
network.  Since ad hoc networks have proven benefits, 
they are the subject of much current research. Existing 
routing protocols use the existing information about links 
in the network to location[12]. There are Three main 
routing strategies classified as topological based; proactive 
protocols [2] that maintain  routing information for each 
node in the network and stores  this information in routing 
tables, such as Destination- Sequenced Distance Vector 
(DSDV) , Wireless Routing Protocol (WRP) , and 
Optimized Link State Routing  Protocol (OLSR) [6].  The 
second type is reactive routing protocols which  maintain 

route on demand, such as Ad hoc On-Demand  Distance 
Vector (AODV) [6], Dynamic Source Routing (DSR) [4], 
Temporally Ordered Routing  Algorithm (TORA) [4], and 
Associatively - Based Routing (ABR) [27]. The Third 
type is hybrid routing protocols are combination of 
proactive and reactive  example is ZRP.Position based 
routing protocols exploit positional information to direct 
flooding towards the destination in order .to reduce 
network overhead and power consumption, Location 
Aided Routing Protocol (LAR),  GRID[1] and Greedy 
Perimeter Stateless Routing  (GPSR) [6] are all examples 
of position based routing  protocols. This may result in  
worst scaling properties in larger mobile ad hoc networks   
effected for malicious attacks and other cases . It may 
causes un authenticated address, Daniel of Services (DOS) 
and Honey pots In this issue detection techniques as well  
as preventive measures are in urgent need to protect ad 
hoc network.  The mobile ad hoc networks have several 
salient characteristics,[3] such as Dynamic topologies, 
Bandwidth  constrained, variable capacity links, Energy-
constrained operation, Limited physical security [1]. Due 
to these features, mobile ad hoc networks are particularly 
location is effected  for vulnerable  to denial of service 
attacks[4] launched through compromised node 
Existising Location based detection issues: Location 
information is used to reduce the search space for a 
desired route [13] It is difficult to Location based 
detection  attacks because malicious nodes impersonate 
legitimate nodes [4] The node  is unprotected from outside 
signal(16) The signature-based IDS uses pre-known attack 
scenarios and compare them with incoming packets traffic.  
(17) cause a loop in routing path(44) Destination address 
does not equal destination location with effected by 
attacksThe idea of locations of its one-hop neighbors is 
sufficient for a node to determine its local view of the 
planar graph it should effected for attacks.  
In reactive ad hoc networks, techniques such as 
dynamically limiting the scope of route requests and 
attempting local repairs to broken routes are often depends 
upon the attacks[14] in these problems we recovery by 
using location based detection scheme dynamic efficient 
location based anomaly detection its defined as  technique 
that quantitatively defines the baseline profile of a normal 
system activity, where any deviation from the baseline is 
treated  as a possible system anomaly. It is rather easy to 
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detect an attack, the traffic signature of which is 
identifiable [5] by using misuse based located detection(4). 
Routing information of all the nodes in the network with 
periodic updates. Whenever a node wants to forward a 
packet, the route to the respective destination is selected 
from the  available table information and if effected for 
attacks it shows as periodic intervals to identify the 
location based route is under by attacks  In this paper, we 
propose a dynamic location based anomaly detection 
scheme based on a Efficient learning method. The  
location based MANET hosts are mobile on their own so 
that the MANET environment is dynamically 
changing.[13] Our Efficient   method is based on a 
computational stastical theory that shows location based 
scalable benefits, and two types of attacks in [4] and [18] 
as a         
case study that concerns one of the most popular MANET 
routing protocols, i.e., the ad hoc on-demand distance 
vector (AODV) [16]   The simulation results of the 
network simulator 2 (ns-2) [17] and implement with Real 
time operating systems. Location based packets in the 
whole network will consume a lot of resource of network. 
To reduce congestion in a network, the protocol adopts 
some methods. A node can not originate more than 
ROUTE REQUEST messages per second. After 
broadcasting a ROUTE REQUEST, a node waits for a 
ROUTE REPLY. Finally implemented with embedded 
based operating systems. 

II. RELATED WORK  

There are a numerous protocols addressing the issue of 
routing in MANETs, routing becomes a challenge as the 
nodes are mobile, thus resulting in loss of packets, delay 
and inefficient communication. Also the problem of 
insecure wireless links poses a threat to communication in 
MANETs. In these papers, their research only relate to 
location and detection Rather than focus on the effect of 
location based routing and detection attack[4] and [44] in 
mobile ad hoc networks we have to proposed new 
schemes of route type DLRDPF (Dynamic located and 
Detection Routing Far), if the destination is Remote and 
DLRPL (Dynamic located and Detection Routing Local), 
destination is local[47]. In this issue we related 
Geographic routing protocol forwards data packets using 
location information of wireless devices [13] . and 
improve the Scalability analysis for efficient progress. 
Avoiding loop problems due to mobility and The dynamic 
training method allow the training data to be updated at 
regular time of intervals and maintain cooperative localize 
routing.[4][9]   Compared with other neighbor-based 
routing protocols such as Ad-Hoc On-Demand Distance 
Vector Routing (AODV) [16], the geographic routing can 
reduce the communication overhead during route search 

procedure . in this scheme we have proposed to launch a 
location in far distance[7] could be effected for detection 
based attacks and local routing also.  

A. Dynamic Secure Schemes for Routing 
Procedures 

Ad hoc routing protocols have been proposed as a 
technique to enhance the security in MANETs ie(AODV) 
is to proposed mild implementation of  location and 
detection based routing in care of DLRDPF and  DLRPL. 
The survey conducted by Abbas Jamalipour and 
Youngbae Kong [4] overviewed the various secure 
routing protocols and pointed out their drawbacks and 
advantages . They also proposed a location based routing 
protocol LAR [1][6][44], which prevents the 
compromised nodes from tampering with the 
uncompromised routes,  and the secure efficient ad hoc on 
demand distance vector (AODV) [20][11], which  is a 
secure routing protocol, Procedures for update the location 
Route should be in the Format access of DF is location 
information and setup is XD and YD Are connecvity link 
of nodes and link access of group nodes specify Z(D) is 
nearest node of Destination t0,t1 are time slots finally Efr   
is dynamic location far  routing. C is defined as dynamic 
route identification with detection and €f is error occurred 
in route 
Step1 : DF (XD,YD)…………………….1 
Equation 1 is applicable even with a more efficient route 
model (e.g., including multi-path  and  geographical 
effects), as long as the distance related  informations  can 
be isolated empirically. 
Step2: XD = (i+j+k+….n) nodes………2 
Step3: YD= Z(D) nearest node of Destination….3 
Step4: to, t1 ……4 
Step5: Efr= [DXD,+D YD]……5 
Step6: C=(J avg*(time)+€f….6 
 Step7: DXD, +D YD  )+€f…….7 
Total time needed TT= C + Processing time + Network 
Delay +€f  
In a MANET that consists of N nodes, the route discovery 
using the above principle. 

 

Figure 1 : Dynamic located Routing and Detection Protocol Far  

In dynamic location based routing[46] source part of 
concern as well as known as the destination and source 
part send the Packet Request (RREP) to nearest node  part 
of destination .In this approach The Dynamic location 

http://jwcn.eurasipjournals.com/content/2011/1/52%23B1
http://jwcn.eurasipjournals.com/content/2011/1/52%23B16
http://www.enterpriseintegrationpatterns.com/DynamicRouter.html
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Router to route messages while avoiding the dependency 
[4]of the router on all possible destinations while 
maintaining its efficiency. Additionally we found attacks 
also the destination of the route is determined based 
on location[28].  
In addition, when the sink moves out of a destination 
area, it will rebuild a new destination area and broadcast 
its location information among the entire network.  These 
are the main informations of computing DLRDPF 
(Dynamic located and Detection Routing Far), if the 
destination is Remote and DLRPL (Dynamic located and 
Detection Routing Local), destination is local Methods. 
B ) Obtain Status of Dynamic located route of 
Destination 
A node may learn and cache    multiple routes to any 
destination.  This support for multiple routes  allows the 
reaction to routing changes to be much more rapid, since a     
node with multiple routes to a destination can try another 
cached   route if the one it has been using should fail.  
This caching of [14]  multiple routes also avoids the 
overhead of needing to perform a new  Route Discovery 
each time a route in use breaks. 
C) Send Packet Using DLRDRFL Method 
The source sends the packet to an   immediate   neighbor  
node that best improves the distance to D if any attacks have 
available its shift to malicious  detection scheme.  
D) Path Discovery and Evaluation 
The source needs to discover the route to the destination 
before transmitting any packets the route consists of 
multiple links and the route is broken if any of the link 
fails. Thus the route lifetime becomes the minimum 
lifetime of all links in this route. Every link is formed by 
two adjacent mobile nodes, which have limited battery 
energy and can roam freely, and  it is broken if any of the 
two nodes is not alive due to exhaustion of energy or if 
these two nodes move out of each other’s transmission 
range.  
E) Each node searches for all nearest path of  Location 
Route: • Analysis of the Euclid distance (r) between the 
node and all other nodes within the network   • Compare r 
with the maximum radio transmission range)[25] of the 
node.  F)Dynamic located and Detection Routing Local        
Procedures for update the location Route should be in the 
Format access of DF is location information and XL and 
YL Are connecvity link of nodes and link access of group 
nodes specify of iL+jL+kL+….n is nearest node of 
Destination along with shortest path local access  t0,t1 are 
time slots finally Efr   is dynamic location far  routing. C 
is defined as dynamic route identification[3][4][6] with 
detection and €f is error occurred in route. 
Step1: DL (XL,YL)…………………….8 
Equation 1 is applicable even with a more efficient route 
model (e.g., including multi-path  and  geographical 
effects), as long as the distance related  informations  can 
be isolated empirically 

Step2: XL = (i+j+k+….n) nodes……9 
Step3: YL =Link Access……………. 10 
Step4: to,t1……… ………………… 11 
Step5: Efr= XL(iL+jL+kL+….n)…….12 
Step6:C=Efr+ DF (XD,YD  )…………  13 
 
Total time needed TT= Efr + Processing time + 
Network delay 
 

 

Figure2: (Dynamic located Routing and detection Protocol Local)  

G)Forward scheme is applicable to establish of this 
routing 
A node announces its presence, position, and velocity to 
its near local nodes (other nodes within radio range) by 
broadcasting periodic HELLO packets. Each node 
maintains a local node’ identities and geographic positions. 
The header of a packet destined for a particular node 
contains the destination’s identity as well as its geographic 
position. When node needs to forward a packet toward 
location P, the node consults its neighbor table and 
chooses the neighbor closest to P. It then forwards the 
packet to that neighbor, which itself applies the same 
forwarding algorithm. The packet stops when it reaches 
the destination. [13]. In this Scheme of routing could be 
performed as Source send the packets to node by node 
which is the nearest path of destination achieved as 
shortest path algorithm example if node A wants to send 
packet to E node means it could be performed which is 
shortest path near to E node and updated to that route 
automatically and performed.  
B) Analysis of Route termination 
Similar to Route Drop (R), Route Drop (S), or Route Drop 
(D), the packet is dropped due to expiration of the time-to-
live field (TTL)[20] 
C) Very Normalized Geographical Routing (VNGR) 

• Selecting location servers: At any given point of 
time, for each destination node, the nodes that are 
located along the north-south direction in the 
geographic area form the update quorum 
(location servers). [26] 

• Each node selected as a location server in the 
north or south direction broadcasts the update to 
its one hop neighbors in addition to Multicasting 
it to the next location server in the update 
direction  Performing queries: When a source 
node initiates a location request for a destination 
node .Addition to its own location, each node 

http://www.enterpriseintegrationpatterns.com/DynamicRouter.html
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also includes a list of its neighbors and their 
locations in the beacon. 

III. Dynamic Location based Routing and 
Detection 

Several attacks are available we are using Location based 
routing the possibilities of location based attacks increases. 
Attacks on location can be further classified as Distance 
Fraud, Mafia fraud, Terrorist Fraud and Distance 
Hijacking Attack [18][34]. Then detection of the  presence 
of a malicious insider node will help a great deal  to 
reduce the possibility of loss of important data. Many 
techniques have been suggested to detect the presence of 
malicious nodes in the past; in our work to find attacks in 
location based routing scheme. 

 

Fig 3: Routing with Detection of attacks 

Source sending the packets from n1 node to n6 node and it 
have satisfies the principle of DLRDPF and DLRPL. But   
node n5 is attacked by malicious attacks Due to the fact 
that the MANET environment dynamically keeps evolving, 
envisioning a robust anomaly detection method becomes 
imperative to thwart the malicious attacks against it. .In 
this matter propose a new Multiple anomaly-detection 
scheme(MADS) [48] based on a Efficient dynamic 
learning process that allows the training data to be updated 
at particular time intervals and detect the attacks. Our 
efficient dynamic learning process involves calculating the 
projection distances based approach. 
A. Network Maintance -Based Attack Detection 
The various attacks based techniques adopted by network 
monitoring. Which it is used to detect attacks in network 
A large server can be set up on a backbone network, to 
monitor all traffic; or smaller systems can be set up to 
monitor traffic for a particular server, switch, gateway, or 
router. Attacks on network computer system could be 
devastating and affect networks and corporate 
establishments. Detecting network scans[29] is extremely 
important because such an activity is usually a precursor 
of the propagation of a worm, and therefore the precursor 
of possible location based  attacks      Tseng et al[48]. 
introduced a method that places a network monitor  inside 
the network.  
B. Efficient Anomaly detection 
An extended finite state automaton (EFSA) is similar to a 
finite-state machine except that transitions and states can 
carry set of parameters. we distinguish two types of 

transitions-an Huang and Wenke Lee[4] input and 
output transitions. Input transitions include packet-
receiving events and output transitions in this matter 
additionally found location based attacks detection. In 
specification-based detection[5], the attacks were detected 
as deviant packets from the conditions defined by EFSA 

 

Figure 4  Route-discovery process on AODV with proper route 

AODV allows mobile nodes to respond to link breakages 
and changes in network topology in a timely manner. The 
operation of AODV is loop-free, and by avoiding the 
Bellman-Ford "counting to infinity" problem offers quick 
convergence when the adhoc network topology changes 
(typically, when a node moves in the network). When 
links break, AODV causes the affected set of nodes to be 
notified so that they are able to invalidate the routes using 
the lost link. Sun et al. [36] proposed an anomaly 
detection method in which mobility is considered. 
The main themes of the progress is  
I)Find the correct routes from source to destination  
II)Attacks were detected in correct located path by 
NMEFSA Method. 
III)  Period Intervals correctly identified 
IV)ATTACKS ON DLRPL,DLRPF AND AODV 
PROTOCOLS 
A)AODV PREFACE 
The AODV  routing protocol is a reactive routing 
protocol; therefore, routes are determined only when  
needed. Figure 5 shows the message exchanges of the  
AODV[52][48] protocol. Hello messages may be used to 
detect and monitor links to neighbors.[26] If Hello 
messages are used, each active node periodically 
broadcasts a Hello message that all its neighbors 
receive. Because nodes periodically send Hello messages, 
if a node fails to receive several Hello messages from a 
neighbor, a link break is detected. When a source has data 
to transmit to an unknown destination, it broadcasts a 
Route Request (RREQ) for that destination.At each 
intermediate node, when a RREQ is receiveda route to the 
source is created. If the receiving node  has not received 
this RREQ before, is not the destination  and does not 
have a current route to the estination, it rebroadcasts   the 
RREQ. If the receiving node is the destination  or has a 
current route to the destination, it generates  a Route 
Reply (RREP). The RREP is unicast in a hop-byhop  
fashion to the source.  
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 Figure 5 Transferring RERR messages on AODV. 

As the RERR propagates towards the source, each 
intermediate node invalidates routes to any unreachable  
destinations. When the source of the data receives the  
RERR, it invalidates the route and reinitiates route 
discovery if necessary[15]. 
B) DLPF AND DLPL PROTOCOL PREFACE 
In these protocol are location based routing protocols and 
dynamic anomaly detection related with local and far 
distance

 

Fig 6  DLRPL effected by attacker 

 

 

Fig  7  DLRPF Effected  by attacker 

Mobile Ad hoc Networks is an on demand routing protocol 
which decreases the search area given by LAR[2]. In LAR   
the search area is the smallest rectangle containing both  
sender as well as receiver. DLRPF and DLRPL   reducing the 
routing overheads. 
Figure 6 and 7 have send the packets from  source to   
destination is under DLRPF and DLRPL scheme [50]and 
it have detects a disconnection of route, it generates route 
error (RERR) messages and puts the invalidated address 
of node D into its list and then sends RERR to node A. 
malicious attack have in progress And consideration with 
geographical routing mechanism. [33][32] Node  which is 
closest to this line of sight will be chosen as the next   
intermediate node[12][8]. There are  Four  phase in this 
protocols 
C)Route discovery: All  these information is collected by 
source node before sending the RREQ packet to nearest 
nodes If  destination address is not equal to the neighbor 
node[24]. 
D)Route Reply: In route reply phase if destination receives 
the RREQ packet then it check the packet header destination 
address. 

Ε) Route maintenance: In Ad-hoc network there is high 
mobility of nodes, links between nodes are likely to break. 
Thus, we need to maintain the routing path. 
F) Route extension: In Ad-hoc network there are multiple 
level route break are available so we need this constraint to 
performing as packets would no loss. 
Procedures for become dynamic status level of this 
protocol are  
1.Combination two protocols DLRPF and DLRPF Come 
under the attack detection it should have better efficient. 
2.Protocols cooperate the path finding and projection 
angles based attack avoid techniques. 
G)Classification of Attacks 
We can classify the attacks against DLRPL,DLRPF and  
AODV[9][52][51] 
1) Route Disruption and Invasion : A malicious node 
either destroys an existing route or prevents a new route 
from getting established and performed.  A malicious 
node adds itself into route between source and destination 
nodes.  
2) Node Isolation: A given node is prevented from 
communicating with any other nodes. It differs from route 
disruption in the route disruption is targeting at a route 
with two given nodes, while node isolation is targeting at 
all possible routes to or from a given node.  
3) Resource Consumption: The communication 
bandwidth in the network or storage space at individual 
nodes is consumed. 
4) Location Attacks: The attack node violates the above 
rules to exhaust the network resource. Firstly, the attacker 
selects many IP addresses which are not in the networks if 
he knows the scope of IP address in the networks. Because 
no node can answer ROUTE REPLY packets for these 
ROUTE REQUEST, the reverse route in the route table of 
node will be conserved for longer. The attacker can select 
random IP addresses if he cannot know scope of IP 
address. Secondly, the attacker successively originates 
mass ROUTE REQUEST messages for these void IP 
addresses. The attacker tries to send excessive ROUTE 
REQUEST[47] without considering ROUTE 
REQUEST_RATELIMIT in per second. The attacker will 
resend the ROUTE REQUEST packets without waiting 
for the ROUTE REPLY or round-trip time, if he uses out 
these IP addresses.  
i)Modification of RREP AND ROUTE REQUEST: It 
have an source node receives multiple RREP messages, it 
selects  the node that has the largest Set dest  Dst_Seq 
value and accordingly constructs a route. destination IP 
address and source IP address is spoofed to a randomly 
selected node is called  MRREP 1. ii)Each node decides 
whether to forward an RREQ message. iii) Malicious 
Stack group attacking : It have an network will become 
congested with a huge amount of RREQ traffic.and 
destination IP address and source IP address is spoofed. 
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V.EFFICIENT LOCATED DYNAMIC ANOMALY 
DETECTION 
The appropriate feature selection for Efficient anomalies 
detection in routing process is the first and the most 
important action that must be performed and then 
delineate the module of the detection scheme [4] based on 
the enhance projection distance calculation and improve 
the scabality benefits. We introduce ELDAD( Efficient 
located dynamic anomaly detection) method. 
 
A.Inroduction and meaning  of Features 
Every node  it have an specified of  time slots to stack or 
record of packets in this efficient anomaly detection we 
introduced time slot Δτ f and Δτl in the content value of 
Δτ  
Δτ f  and Δτl in the combination value of Δτ……….. 
14 
Network state expressed as x= [x1, x2, . . . , xp]T………     
15 
P-dimensional vector  xp=(xl+xf)   
……………………….16                                   
where each feature 
                          xl=(1………..l)…………………………. 
17 
                          xf=(1……….f)………………………….. 
18 
is measured 
              We calculate the Mean vector from Equation (16) 
using training data set D of NM time slots NM 
          x P  = 1/MN ∑ xi yj………………………………… 
19 
                             i=1 
Packets  arrival  in the observed network  in time slot 
aspects 
      Network                 (Δτ f + Δτl) compare scalability 

 
       (ΔT Learn)       time interval                                     

Figure 8:  Feature definition  

In this figure8 Δτ f + Δτl  are far and near packet arrival 
in the observed network  in time slots aspects . 
B) Route finding features: It have a high adoption based 
1.number of received and Forward RREQ messages  
2) Number of outbound RREQ and RREP messages; 
3) Number of received RREP messages (two types). 
C)Route  Abnormality Features 
The  route abnormality features comprise the following: 
1.Number of received RERR messages; 2) number of 
outbound RERR messages; 3) number of dropped RREQ 
messages; 4) number of dropped RREP messages. 

 

 Figure 9 : Distance of sample x to the first principal element φi. d(x) is 
the projection distance 

Fig9 states that The same destination IP address and 
Dst_Seq are recorded only once for each time slot. The 
number of dropped RREP  messages will increase, and 
this acts as a sign of abnormality in the network. We 
applied Normalized Projection angle its used to For the 
traffic that flow across each node, the network state in 
time slot i is expressed by three-dimension vector xi = (xi1, 
xi2, xi3). Here, the groups of normal states are considered 
to be gathered close in feature space 
Source part  of this concern sending packets to destination . 
D) Detection Module by Normalized Projection 
Distance for Efficient located dynamic anomaly 
detection 
The normal and attack states as two different categories 
can be considered. In this section, we describe the 
detection module by using the projection distance from 
figure 9. Let us consider a training data set N = {x} 
collected by each node i (i = 1, . . . , N), where N is the 
number of all nodes participating in MANET, and M is 
attacks the current time interval consists of Di .               
We calculate the Mean vector from Equation (16) using 
training data set D of NM time slots  
                             NM 
      ￣x P  = 1/MN ∑ xi yj ………………………             1 
                             i=1 
 When the distance is larger than the threshold  (which means 
it is out of range as normal traffic and effected for route)  
d(xp;Di)>MI : attack………………………….            2 
 d(xp;Di) ≤ MI : normal.   ………………………… 3                                

Here, when Mi is the maximum value of projection 
distance 
for node i in the training data sets Di, the suffix I of MI is 
extracted from all the nodes. 
E)Proposal of  Efficient Dynamic Anomaly Detection 
 In this new a learning method that can follow these 
changes is indispensable. We explain the idea of location 
schemes with efficient dynamic anomaly detection. 
1)Network Traffic and packet arrival time should be 
analyzed. 2.Location based schemes DF (XF,YF) & DL (XL,YL) 
compare with aodv. 3. Let T0 be the current time interval, and 
let T1 be the first time interval. By using the data collected 
in T1, initially, the  first principal element is calculated for 
above schemes. If state to is normal then the 
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corresponding data set will be used as the efficient  
training data set.  4. Otherwise, it will be treated as the 
data including attack,of location schemes and it will 
consequently be discarded with local and far route.The 
following diagram is mentioned above the statements 
related 

 

 
      Location Dlrpf and Dlrpf Compare 
with Aodv  

I) DF (XF,YF) 
II) DL (XL,YL) 

                     

 

 
Scalability 
benefits 
implementation 
with Tiny OS 

Figure 10: Flow chart of the proposed method for learning and evaluation 

VI Performance evaluation  

The performance of the location based detection discussed 
in this paper is evaluated through simulation by NS 2[53]  
In the evaluation, the aforementioned location based 
detections are   presented for comparison together with the 
original AODV. We have implemented Location attack in 
a network simulator and conducted a series of experiments 
to evaluate its effectiveness. The wireless networks 
simulation software, from Network Simulator ns-2 is used 
finally implement with tiny based OS.  In this paper we 
comparison the following parameters i)Packet delivery 
ratio ii)Avarge packet  Delay  iii)   iii) Packet loss iv) 
QOS[31] 
A)Simulation Setup  
The experiments were carried out by using ns-2 
We assume that the simulation network being used is in a 
place where various events in a MANET .and following 
table is Simulation setup for our proposed work. 

S.NO ITEMS DESCRIPITION 

1 Simulator NS-2 

2 Simulation time 10 000 s, 

3 Simulation area 1000 m × 1000 m 

4 Number of MNs 50 

5 Transmission range 250m 

6 Randomly executed 2500 to 5000 s. 

7 Bit rate 512 B. 

8 Pause time 10, 50, 100, 
200, and 500 s, 

9 Model Random way point (RWP) 

10 MAC Protocol   
 

IEEE 802.11 DCF 

11 Routing Protocols  
 

AODV, LAR 

B. Packet Delivery Ratio 
 Packet delivery ratio is defined as the ratio of data 
packets received by the destinations to those generated by 
the sources. This performance metric gives us an idea of 
how well the protocol is performing in terms of packet 
delivery at different speeds using different traffic 
models.[16] 
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Figure 11: Packet delivery ratio 

In this figure 11 our simulation results are shown that 
location based detection (DLRPF and DLRPL) packet 
delivery ratio is higher than AODV 

Table 2: Packet delivery ratio 
S.NO DLRPF DLRPL AODV 
PDR(%) 98 97.5 95 

The table 2 comparison proves that DLRPF and DLRPL 
based detection improves  2.75 % higher than AODV. We 
observe the impact of pause time on packet delivery ratio. 
The results show that the packet delivery ratio is 
maximum when the pause time is equal to the simulation 
time (i.e. when the nodes in the network are static). The 
DLRPF and DLRPL shows the best performance with 
97.5% packet delivery at 1800s pause time. 
C.Avarge Packet delay 
The average end-to-end delay of data packets is the 
interval between the data  packet generation time[43] and 
the time when the last bit arrives at the destination[16][30]. 
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Figure 12: Avarge packet delay 

As shown in Figure: 12, this simulation experiment 
showed us that AODV is are having higher delays than 
others, 

Table 3: Avarge packet delay 
S.NO DLRPF DLRPL AODV 

Avarge 
packet 
delay 

0.55 0.475 1.175 

This analysis exclusively deals with the network speed 
and communication effectiveness. Higher the delay, lower 
is the speed and possibility of packet drop and so needs 
the fault tolerance approach of selecting these protocols. 
D. Packet loss 
Packet loss is measured at all mobile hosts. Every host 
monitors the networking layer and the MAC layer for all 
kinds of packet losses. The network configuration for the 
experiments is a 1000m x l000m square field with 30 
hosts 
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Figure 13: Packet loss 

In this figure 13 our simulation results are shown that 
location based detection (DLRPF and DLRPL) packet loss 
is  very adopted in AODV and low in DLRDF and 
DLRPL scheme. 

Table 3: Packet loss 
S.NO DLRPF DLRPL AODV 

Packet loss 2 1 4.7 
The table 2 comparison proves that DLRPF and DLRPL 
based detection improves  3.2 % higher than AODV. We 
observe the impact of pause time on packet loss . Each 
data point in the result figures represents which are 
randomly generated with the same parameters. 
E. QOS(Quality Of services) 

QoS is a set of service requirements to be met by the 
network while transporting a flow. A flow is a packet 
stream from a source to a destination (unicast or multicast) 
with an associated (QoS)[31]. 
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Figure 14: Quality of services 

VII. Experimental Results 

In figure 15 a shows the creation of clusters with 50 
mobile nodes as it is shown in the NAM console which is 
a built-in program in NS-2-allinone package[53] after the 
end of the  simulation process. In this figure 15 A deals 
with experimental results shown that location based 
detection and how malicious attacks and efficient anomaly 
detection is efficiently detected and packets are discarded  
and dropped of RRER messages in this manner our results 
shown that efficient based location and detection. 

 

Figure15( A) Location and detection based manets 

 

Figure 15 (B): Efficient Located dynamic Anomaly Detection 
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In figure 15b states that Efficient Located  dynamic 
Anomaly Detection for the sample access source node 
send packets to sink node and for current time interval and 
location based first element is calculated. 

Viii Implementation with Tiny based OS 

TinyOS [17]is an embedded operating system written in 
the nesC programming language as a set of cooperating 
tasks and processes. It is intended to be incorporated into 
smartdust. TinyOS started as a collaboration between the 
University of California, Berkeley in co-operation with 
Intel Research and Crossbow Technology,[21][22][23] 
and has since grown to be an international consortium, the 
TinyOS Alliance. In this scenario we updated our 
scalability results like packet delivery ratio, Avarge delay, 
packet loss an in tiny based operating systems. TinyOS is 
a set of NesC components that can be understood as a 
program-library for own  applications, which have to be 
implemented as NesC components as well. The 
components of TinyOS[45] offer various functions 
ranging from abstraction-layers to the un- derlying 
hardware over a scheduler to automatic routing 
mechanisms. TinyOS and custom  components can be 
used by “wiring” them to own applications, thus allowing 
the NesC  compiler [49]to effectively determine the 
necessary dependencies. Most of NesC’s components  are 
optional to use, some are mandatory (such as the “MainC” 
component, which initializes all custom software).[39] 
TinyOS is  defacto OS for  motes, used in almost all the 
popular motes(micaz, Intel, etc) available in  market. 
i)Concepts: TinyOS uses a unique concept of components 
and interfaces, for efficiently modularizing the 
programming. This approach gives a lot of edibility to 
switch between different components  such as different 
network protocol, keeping the main code intact. TinyOS 
applications con sist of one or more components wired 
together to form one complete application executable. 
Components uses and provide bidirectional interfaces. An 
interface specify a set of commands, which are functions 
to be implemented by the interface's provider, and a set of 
events, which are functions to be implemented by the 
interface's user.  There are two types of components: 
modules and configurations. Modules contain the actual 
program code that provides the implementation of one or 
more interfaces. Configurations are used to connect or 
wire the interfaces used in modules to the interfaces 
provided by other modules.[42] Every application is 
described by a top-level configuration that wires together 
the components inside. TinyOS have two running threads 
performing all the required operations. One thread is used 
to execute tasks and other is used to execute hardware 
events handlers[24]. Tasks are functions that perform 
main computation, and are scheduled by OS. 

 
Figure 16 Tiny OS node  
In this tiny os we are used implement our scalability 
results with high efficient oriented .we can define 
scalability in Tiny Opearting systems is more detailed and 
efficient statement. 
A)Scalability:The simulator must be able to handle large 
networks of thousands of nodes in a wide range of 
configurations.[21] The largest TinyOS  network that has 
ever been deployed was approximately 850 nodes; but our 
approach we taken as only 50 to 100 nodes of  the 
simulator  
interface StdControl { // booting management 
  command result init(); 
  command result start(); 
  command result stop(); 
} 
interface ADC and Timer { // data collection 
  command result getData() &result_t0&t1 get data (); 
  command result getContinuousData() &result_t0&t1; 
  getContinuousData(); 
  event result_t dataReady(uint16_t data); 
} 
interface packet delivery { // networking 
  command result send(uint16_t addr, uint8_t len, TOS_MsgPtr msg); 
  event result_t 2packet delivery sendDone(TOS_MsgPtr msg, result_t2 success); 
} 
interface average delay { // networking 
  command result_t3 send(uint16_t addr, uint8_t len, TOS_MsgPtr msg); 
  event result_t3 average delay Done(TOS_MsgPtr msg, result_t success); 
} 
interface scheduler and task { // networking 
  command result_t4 send(uint16_t addr, uint8_t len, TOS_MsgPtr msg); 
  event result_t4 interface scheduler and task Done(TOS_MsgPtr msg, result_t 
success); 
} 
Send and receive packets interface Send and  ReceiveMsg { // networking 
  event TOS_MsgPtr  sender & receive(TOS_MsgPtr mn ); 
} 
B) Tiny OS interfaces with scalability benefits and 
Task 
 TOSSIM [36]. Bit-level discrete event simulator and 
emulator of TinyOS[35], i.e. for each transmitted or 
received bit a event is generated instead of one per packet. 
This is possible because of the reduced data rate (around 
40 kbps) of  the wireless interface. TOSSIM simulates the 
execution  of nesC code on a TinyOS/MICA, allowing 
emulation  of actual hardware by mapping hardware 
interruptions to  discrete events. A simulated radio model 
is also provided. Emulated hardware components are 
compiled together  with real TinyOS components using 
the nesC compiler. Thus, an executable with real TinyOS 
applications over a  simulated physical layer is obtained. 
Additionally, there  are also several communication 
services that provide a  way to feed data from external 
sources. The result is  a high fidelity simulator and 
emulator of a network of  TinyOS/Motes. TOSSIM is 
designed considering four requirements, which are 

http://en.wikipedia.org/wiki/NesC
http://en.wikipedia.org/wiki/Programming_language
http://en.wikipedia.org/wiki/Smartdust
http://en.wikipedia.org/wiki/University_of_California,_Berkeley
http://en.wikipedia.org/wiki/Intel_Research
http://en.wikipedia.org/wiki/Crossbow_Technology
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essential for efficient TinyOS simulation environment. 
First, scalability 
The simulator must be able to handle large scale sensor 
networks. Secondly, completeness:                                                                                     

 
Scalability benefits implementation with Tiny OS 

  Figure 17: TOSSIM Architecture: Frames, Events, 
Models, Components, and Services  
 The simulator must cover as many system interactions as 
possible. Third, fidelity: The simulator must capture the 
network behavior  accurately. Fourth, bridging: The 
simulator must bridge the test implementation and the real 
implementation. A TinyOS program is composed of 
components, which are independent computational entities. 
Components have three computational concepts: 
commands, events, and tasks. The component model, 
which is designed in TinyOS, allows  the target platform 
to be easily changed from mote hardware to simulation 
mode. 
C)TOSSIM   with Scalability approaches of 
manet  
In our proposed approach we enhance the scalability 
benefits like packet delivery ratio, average delay and  
packet loss involved  in tiny based Operating systems 
[36][37]and some enhanced features are  base 
supporting[40][41] for proposed work .i) Injecting packets 
into the network dynamically ii) Packets can be scheduled 
to arrive at any time iii) Evaluating the results of TOSSIM 
2.xwith mobility extension for mobile wireless nodes iv) 
TOSSIM can simulate large-scale networks up to 
thousands of nodes v) TOSSIM[19]  allows developers to 
test and verify the code that will run on hardware motes. 
a)Procedures  
1. Predefined topology file is loaded to the nodes 
2. Noise traces are assigned to the nodes. 
3. Nodes are booted at particular times 
4. Packets are injected. 
5. Topology definition can be in different formats and can 
be stored in text files. 
D) Basic Instrumentation of Tiny 2.0 
We use Tiny 2.0 OS [38] in this study as the experimental 
platform. It is widely available and has been used in wire- 

less network research. Each Mica mote has a 4MHz Atmel 
processor(128K EEPROM and 4KB RAM), 512KB flash 
memory, and an ASK (amplitude shift keying) low power 
433 MHz radio [39]. To simplify experimental control and 
data collection, we used or wrote several pieces of 
instrumentation and experimentation software. The first 
such software module is a simple traffic generator. Driven 
by a clock which has an accuracy of one millisecond, the 
traffic generator repeatedly sends out packets tagged with 
a sequence number. The exact periodicity depends on the 
experiment[41][43]. A second module allows us to upload 
experimental parameters (such as packet delivery ratio, 
Avarge delay and Packet loss experiment 
duration)[16][45] wirelessly to all motes within the radio 
range. 
IX PERFORMANCE RESULTS 
In this section, we compare the performance (Packet 
delivery ratio, Average delay, and packet loss) of our 
Protocols (DLRPF + DLRPL AND AODV) with respect 
to TinyOS 2.0.  
A) Packet Delivery ratio: In this proposed approach 
packet delivery ratio is improved and Every node knows 
how many packets it has received. These numbers can be 
sent to UART or be piggybacked in the wireless 
packets[43]. Then, with these numbers known, the packet 
delivery ratio is  
   Number of packets received / number of packets sent 

 

Figure: Packet delivery ratio using tiny 2.0 OS 

B)Average Delay: In this proposed approach average 
delay are monitored and its reduced Its defined for a 
successfully as the time time interval from time of the 
packet is at the head of line of the queue ready to be 
transmitted until acknowledgement for this packet is 
received[30]. 
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Figure : Avarge delay using Tiny 2.0 os 

C)Packet loss: To understand the causes of packet loss, 
we take a close look into the work flow on a node that 
forwards a packet and transmission timeout is common 
and accounts for a large portion of packet drops in this 
proposed one packet loss is reduced to compare other one    

 
Figure: Packet loss using 2.0 Tiny OS 
 
D)Results: We carried out experiments on two platforms each 
time increasing the rate of packets sent, and measuring the 
effective packet delivery ratio and Avarge packet delay and 
packet loss. For better comparison, we ran the same experiments 
on the  TinyOS version 2.0 
Approach Packet delivery 

ratio 
Average packet 
delay 

Packet 
loss 

DLRPF 0.90 0.76 0.22 
DLRPL 0.89 0.476 0.124 
AODV 0.84 1.214 0.438 
Table4: Comparison of results 
e) Experiments: Its used in network development fields 
like i)large scale networks ii) small scale networks [50] 
IX: CONCLUSION 
In this paper we introduced new concept of location based 
detection schemes like  (DLRPF and DLRPL ) and 
compared with AODV. Here, we find out the performance 
on the basis of  packet delivery ratio, Average packet  
delay  and packet loss and its simulated by  NS2. Then we 
enhance these results through Tiny based operating 
systems versions 2. It is also envisaged to implement the 
scalability benefits of manets and  functionalities to 
support Networking and embedded based communication. 
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