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Abstract 
Computed Tomography (CT) is an important and most common 
modality in medical imaging. In CT examinations there is trade 
off between radiation dose and image quality. If radiation dose is 
decreased, the noise will unavoidably increase degrading the 
diagnostic value of the CT image and if the radiation dose is 
increased, the associated risk of cancer also increases especially 
in paediatric applications. Image filtering techniques perform 
image pre-processing to improve the quality of images. These 
techniques serve two major purposes. One is to maintain low 
radiation dose and another is to make subsequent phases of 
image analysis like segmentation or recognition easier or more 
effective. This paper presents the effect of noise reduction filter 
on CT images particularly that of anisotropic diffusion filter and 
Gaussian filter in combination with Prewitt operator. 
Anisotropic diffusion is Selective and nonlinear filtering 
technique which filters an image within the object boundaries 
and not across the edge orientation. Simulation results have 
shown that the anisotropic diffusion filter can effectively smooth 
noisy background, yet well preserve edge and fine details in the 
restored image. Gaussian filter smoothens the image while 
Prewitt operator detects the edges, so the combination of 
Gaussian filters and Prewitt operator works like a nonlinear filter. 
Thus these two filtering techniques improve an image quality 
and allow use of low dose CT protocol. 
Keywords 
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1. INTRODUCTION 

During the last few years there has been a dramatic 
increase in the number of CT examinations performed 
worldwide. The introduction of multislice CT systems 
offering helical 3D scan techniques has allowed a wider 
range of diagnostic examinations to be performed. 
Computed tomography (CT) is a radiographic inspection 
method that generates a 3-D image of the inside of an 
object from a large series of 2-D images taken on a cross 
sectional plane of the same object [1]. CT overcomes the 
problem of overlying tissues by scanning thin slices of the 
body with a narrow X-ray beam (produced by an X-ray 
tube), which rotates around the body of the stationary 
patient. The X-ray passing through the patient is picked 
up by a row of detectors. The tube and the detectors are 

positioned on opposite sides of a ring (gantry) rotating 
around the patient. The CT image is derived from a large 
number of systematic observations at different viewing 
angles; then, a 3-D image is reconstructed from the data 
by means of a processor [2]-[4].  
The visualization of the anatomic structures by means of 
 
CT is affected by two effects, namely, blurring, which 
reduces the visibility of small object, and noise, which 
reduces the visibility of low-contrast objects.  
 In CT scanning, image quality has many components and 
is influenced by many technical parameters. While image 
quality has always been a concern for the physics 
community, clinically acceptable image quality has 
become even more of an issue as strategies to reduce 
radiation dose – especially to pediatric patients– become a 
larger focus. Dose reduction in pediatric patients is critical, 
due to the relatively high absorption in the small body 
volume, the greater sensitivity of rapidly growing tissue to 
radiobiological damage[5]. One study suggested that as 
much as 1.5 -2% of cancers may eventually be caused by 
the radiation dose currently used in CT examinations. 
 The potential health risks associated with the radiation 
dose have motivated the American College of Radiology 
to publish guidelines to ensure that CT imaging protocols 
are optimized for the diagnostic image quality at the 
lowest radiation dose possible [6].  
Many technical factors contribute to the intensity dose in 
CT like tube current and gantry rotation time, tube voltage 
peak, Pitch [7]. The most commonly manipulated 
parameter to manage the radiation dose is the tube current 
[8].  Generally, in CT examinations, a high radiation dose 
results in high-quality images. A lower dose leads to the 
increase in image noise and results in unsharp images. 
This is more critical in low-contrast soft-tissue imaging 
like abdominal or liver CT. The relationship between the 
image quality and the dose in CT is relatively complex, 
involving the interplay of a number of factors, including 
noise, axial and longitudinal resolutions, and slice width. 
Depending on the diagnostic task, these factors interact to 
determine image sensitivity (i.e., the ability to perceive 
low-contrast structures) and visibility of details. 
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Although reduction in radiation dose is an important 
exercise, maintaining high quality of a diagnostic imaging 
study is also essential to provide an accurate and 
definitive diagnosis.  

2. CT IMAGE NOISE 

CT images are intrinsically noisy, and this poses 
significant challenges for image interpretation, 
particularly in the context of low-dose and high-
throughput data analysis. CT noise affects the visibility of 
low-contrast objects. In the CT image, the primary 
contributor to the total noise is the quantum noise, which 
represents the random variation in the attenuation 
coefficients of the individual tissue voxels [9]. In fact, it is 
possible that two voxels of the same tissue produce 
different CT values. 
A possible approach to reduce the noise is the use of large 
voxels, which absorb a lot of photons, assuring a more 
accurate measurement of the attenuation coefficients. 
However, the use of large voxels increases blurring and 
limits the visibility of fine details. The other noise can be 
electronic noise. 
Some image elaboration techniques allow one to 
significantly reduce the radiation dose without 
compromising the image quality. These techniques work 
as filters, reducing random noise and enhancing structures. 
This way, it is possible to obtain, at the same time, high-
quality images with low-dose radiation. As evident in the 
literature, noise modeling and the way to reduce it are 
common problems in most imaging applications. In many 
image processing applications, a suitable denoising phase 
is often required before any relevant information could be 
extracted from analyzed images. A lot of studies have 
proved the Gaussianity of the pixel image generated by 
CT scanners [10]-[12].  

3. MATERIALS AND METHODS 

The CT images acquired are in Digital Imaging and 
Communications in Medicine (DICOM) format, which 
represents the standard in radiology and cardiology 
imaging industry for data. The examined images are 
acquired by means of a helical CT scanner.  

(a) (b) 
Fig.1. (a) Original CT image obtained with a high dose of radiation. (b) 
Emulated low-dose CT image obtained by corrupting the high-dose CT 
image. 

Each image is corrupted by additive zero-mean white 
Gaussian noise to simulate a low-dose CT image. For this, 
the tube current level must be reduced to get noisy image. 
Fig.1. shows original high-dose chest image [Fig. 1(a)] 
and its noisy version [Fig. 1(b)]. 

A. Anisotropic Diffusion 
     Anisotropic diffusion, also called Perona–Malik 
diffusion, is a technique aiming at reducing image noise 
without removing significant parts of the image content, 
typically edges, lines or other details that are important for 
the interpretation of the image .  
Anisotropic diffusion can be used to remove noise from 
digital images without blurring edges. If the diffusion 
coefficient is chosen as an edge seeking function, then the 
quality of image improves as the edges are preserved 
while noise is removed from the image. [13]. 
Anisotropic diffusion is a selective and nonlinear filtering 
technique that improves image quality, removing the 
noise while preserving and even enhancing details. The 
anisotropic diffusion process employs the diffusion 
coefficients to determine the amount of smoothing that 
should be applied to each pixel of the image. The 
diffusion process is based on an iterative method, and it is 
described by means of the following diffusion equation  

𝐼𝐼𝑖𝑖,𝑗𝑗𝑡𝑡+1 = 𝐼𝐼𝑖𝑖,𝑗𝑗𝑡𝑡 + λ(𝐶𝐶𝑁𝑁∇𝑁𝑁𝐼𝐼 + 𝐶𝐶𝑆𝑆∇𝑆𝑆𝐼𝐼 + 𝐶𝐶𝐸𝐸∇𝐸𝐸𝐼𝐼 + 𝐶𝐶𝑊𝑊∇𝑊𝑊𝐼𝐼 +
 𝐶𝐶𝑁𝑁𝑁𝑁∇𝑁𝑁𝑁𝑁𝐼𝐼 + 𝐶𝐶𝑁𝑁𝑁𝑁∇𝑁𝑁𝑁𝑁𝐼𝐼 + 𝐶𝐶𝑆𝑆𝑆𝑆∇𝑆𝑆𝑆𝑆𝐼𝐼 + 𝐶𝐶𝑆𝑆𝑆𝑆∇𝑆𝑆𝑆𝑆𝐼𝐼)𝑖𝑖,𝑗𝑗𝑡𝑡                    (1) 

Where Ii,jt+1 is the intensity of the pixel at position i, j and 
at the tth iteration; CN, CS, CE, CW, CNE, CNW, CSE, 
CSW are the diffusion coefficients in the eight directions 
(north, south, east,  west, north-east, north-west, south-
east, south-west) parameters ∇NI , ∇SI , ∇EI , ∇W I, 
∇NEI, ∇NW I, ∇SEI, ∇SW I are the nearest-neighbour 
differences of intensity in the eight directions; and λ 
represents a coefficient that assures the stability of the 
model, ranging in the interval [0–1/7]. The initial 
condition (t = 0) of the diffusion equation is the intensity 
pixels of the original image. The diffusion coefficients are 
updated at every iteration as a function of intensity 
gradient. One of the following functions, either CD1 or 
CD2 can be used for coefficient calculation: 

𝐶𝐶𝐷𝐷1 = 𝑒𝑒�−
|𝛻𝛻𝐷𝐷𝐼𝐼|
𝐾𝐾 �

2

              𝐶𝐶𝐷𝐷2 =
1

1 + �𝛻𝛻𝐷𝐷𝐼𝐼𝐾𝐾 �
2

 

   𝐷𝐷 = [𝑁𝑁, 𝑆𝑆,𝐸𝐸,𝑊𝑊,𝑁𝑁𝑁𝑁,𝑁𝑁𝑁𝑁, 𝑆𝑆𝑆𝑆, 𝑆𝑆𝑆𝑆]                                      
(2) 

Where K is a control parameter. The first function favours 
high-contrast edges over low contrast edges, while the 
second emphasizes wider regions over smaller regions. A 
proper choice of the diffusion function not only preserves 
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but also enhances the edges. This function monotonically 
decreases with the increase in gradient intensity ∇I . The 
control parameter should produce maximum smoothing 
where noise is supposed to be present. The value of K can 
be calculated to find the maximum value of diffusion flow 
and take it to be equal to the noise level. The following K 
values are obtained for two diffusion functions (2) : 

𝐾𝐾1 = √2.𝜎𝜎𝑛𝑛                           𝐾𝐾2 = 𝜎𝜎𝑛𝑛                          (3) 

Where σn is the standard deviation of the noise calculated 
in the noisy image background.The estimation of the 
noise level in a corrupted image is based on the 
calculation of the standard deviation of the pixels in the 
background. So, the pixel indexes of the original image 
background, corresponding to the zones where there is no 
signal (Ii,j= 0), have been calculated. Then, these indexes 
are used to calculate the standard deviation in the noisy 
image. Actually noise is nonstationary so K must be 
calculated as a function of local noise characteristics. The 
noise is assumed to be statistically independent of the 
original image. We considered the differences in intensity 
in the eight directions, i.e. 

𝐷𝐷𝑁𝑁𝑖𝑖,𝑗𝑗 =
1
√2

�𝐼𝐼𝑖𝑖+1,𝑗𝑗 − 𝐼𝐼𝑖𝑖,𝑗𝑗� =
1
√2

(∇𝑁𝑁𝐼𝐼)𝑖𝑖,𝑗𝑗 

𝐷𝐷𝑆𝑆𝑖𝑖,𝑗𝑗 =
1
√2
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1
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𝐷𝐷𝐸𝐸𝑖𝑖,𝑗𝑗 =
1
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1
√2
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 𝐷𝐷𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗 =
1
√2

�𝐼𝐼𝑖𝑖−1,𝑗𝑗−1 − 𝐼𝐼𝑖𝑖,𝑗𝑗� =
1
√2

(∇𝑆𝑆𝑆𝑆𝐼𝐼)𝑖𝑖,𝑗𝑗             (4) 

The noise variance of the sum of two independent noisy 
signals is the sum of the noise variances of the two 
components. Therefore, it can easily be shown that the 
variance of the noise is not affected by the operations in 
(4), because the noise is assumed to be a white signal, i.e., 
different pixels are not correlated. Then, the noise 
variances of I, DN, DS, DE, DW, DNE, DSW, DSE, 

DNW are the same. To estimate the local noise standard 
deviation, a subimage of size M (M=2m+ 1) is considered, 
with following relationship. 

𝜎𝜎𝑛𝑛𝐷𝐷𝑖𝑖,𝑗𝑗 = �
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𝐷𝐷 = [𝑁𝑁, 𝑆𝑆,𝐸𝐸,𝑊𝑊,𝑁𝑁𝑁𝑁, 𝑆𝑆𝑆𝑆,𝑁𝑁𝑁𝑁, 𝑆𝑆𝑆𝑆]                                     
(5)     

Local mean µDi,j  is taken into account. Even if the global 
noise mean is zero, locally, the mean is usually nonzero 
[14]. The estimated local standard deviation is replaced in 
(3), obtaining eight K values for each diffusion function. 

B. Gaussian Filter with Prewitt Operator 
To reduce the noise effect, different low-pass filters have 
largely been used in medical image analysis, but they 
have the disadvantage to introduce blurring edges. In fact, 
all smoothing filters, while smoothing out the noise, also 
removes high frequency edge features by degrading the 
localization and the contrast. Therefore, it is necessary to 
balance the trade-off among noise suppression, image 
deblurring, and edge detection. To this aim, a low-pass 
filter combined with an edge detector operator is proposed. 
In particular, Gaussian filter which smoothen the noise is 
combined with Prewitt operator which is used for edge 
identification. 
1) Gaussian Filter: A Gaussian filter smoothens an image 
by calculating weighted averages in a filter box. In 
electronics and signal processing, a Gaussian filter is a 
filter whose impulse response is a Gaussian function. 
Gaussian filters are designed to give no overshoot to a 
step function input while minimizing the rise and fall time.  
Gaussian filter modifies the input signal by convolution 
with a Gaussian function; this transformation is also 
known as the Weierstrass transform [15]. 
Gaussian smoothing is also used as a pre-processing stage 
in computer vision algorithms in order to enhance image 
structures at different scales. Gaussian filtering is the 
filtering with a m x n mask. The weights are computed 
according to a Gaussian function. 

𝑔𝑔(𝑥𝑥,𝑦𝑦) = 1
2𝜋𝜋𝜎𝜎2

. 𝑒𝑒
−�𝑥𝑥2+𝑦𝑦2�

2𝜎𝜎2                             (6) 

 
Where σ is user defined [27]. 
2) Prewitt Operator: The Prewitt operator is used in image 
processing, particularly within edge detection algorithms. 
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Technically, it is a discrete differentiation operator, 
computing an approximation of the gradient of the image 
intensity function. At each point in the image, the result of 
the Prewitt operator is either the corresponding gradient 
vector or the norm of this vector. The Prewitt operator is 
based on convolving the image with a small, separable, 
and integer valued filter in horizontal and vertical 
direction and is therefore relatively inexpensive in terms 
of computations.  
In simple terms, the operator calculates the gradient of the 
image intensity at each point, giving the direction of the 
largest possible increase from light to dark and the rate of 
change in that direction. The result therefore shows how 
"abruptly" or "smoothly" the image changes at that point 
and therefore how likely it is that that part of the image 
represents an edge, as well as how that edge is likely to be 
oriented. In practice, the magnitude (likelihood of an 
edge) calculation is more reliable and easier to interpret 
than the direction calculation. 
Mathematically, the gradient of a two-variable function is 
at each image point a 2D vector with the components 
given by the derivatives in the horizontal and vertical 
directions. At each image point, the gradient vector points 
in the direction of largest possible intensity increase, and 
the length of the gradient vector corresponds to the rate of 
change in that direction. This implies that the result of the 
Prewitt operator at an image point which is in a region of 
constant image intensity is a zero vector and at a point on 
an edge is a vector which points across the edge, from 
darker to brighter values.The operator uses two 3×3 
kernels which are convolved with the original image to 
calculate approximations of the derivatives - one for 
horizontal changes, and one for vertical. If A is a source 
image, and GX and GY are two images which at each 
point contain the horizontal and vertical derivative 
approximations, the latter are computed as: 

𝐺𝐺𝑋𝑋 =  �
−1 0 +1
−1 0 +1
−1 0 +1

� ∗ 𝐴𝐴  &  𝐺𝐺𝑌𝑌 =  �
+1 +1 +1
0 0 0
−1 −1 −1

� ∗ 𝐴𝐴   (7) 

Where * here denotes the 2-dimensional convolution 
operation. Since the Prewitt kernels can be decomposed as 
the products of an averaging and a differentiation kernel, 
they compute the gradient with smoothing. The x-
coordinate is defined here as increasing in the "right"-
direction, and the y-coordinate is defined as increasing in 
the "down"-direction. At each point in the image, the 
resulting gradient approximations can be combined to 
give the gradient magnitude & edge direction, using [16]:  

Edge Magnitude =  �𝐺𝐺𝑥𝑥2 + 𝐺𝐺𝑦𝑦2    

Edge Direction =   tan−1 �𝐺𝐺𝑦𝑦
𝐺𝐺𝑥𝑥
� 

4. RESULTS 

The effect of noise addition on the original images is 
evaluated by calculating the relative RMS error by using 
following formula,   

𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅 = �
∑ ∑ �𝐼𝐼𝑖𝑖,𝑗𝑗 − 𝐼𝐼𝑜𝑜𝑜𝑜,𝑗𝑗�

2𝑐𝑐
𝑗𝑗=1

𝑟𝑟
𝑖𝑖=1

∑ ∑ �𝐼𝐼𝑜𝑜𝑜𝑜,𝑗𝑗�
2𝑐𝑐

𝑗𝑗=1
𝑟𝑟
𝑖𝑖=1

                                               (8) 

Where Io is the original high-dose image, I is the original 
image corrupted by Gaussian noise, and R and C are the 
row and column numbers, respectively. The reduction in 
noise is calculated for both the filtering techniques. 
Several simulations 
have been used to set up the filter parameters. A first set 
of tests has been carried out to compare the performances 
of the filter obtained by calculating the diffusion 
coefficients by using any of the two functions (2). The test 
results show that the first function produces slightly better 
performance than the second function. Then simulations 
have been performed to identify the number of iterations 
for the diffusion process. 
Using an anisotropic filter, it is possible to decrease the 
RMS error to about 7% which was 13% in the noisy 
image. The filter obtained by combining Gaussian and 
Prewitt filters was tested. This technique allows 
decreasing the average relative error to 10%. Finally, the 
performances of the Gaussian–Prewitt and anisotropic 
filters have been compared. Fig.2. shows an example of 
the performance of both anisotropic filtering and 
combination of Gaussian filter and Prewitt operators. 
Table I shows the results of the simulation tests on fifteen 
CT images. 

(a) (b) 

(c) 
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Fig. 2. (a) Noisy image. (b) Filtered noisy image obtained by combining 
Gauss and Prewitt operators (c) Filtered noisy image obtained using an 
anisotropic filter with three iterations 

5. CONCLUSION 

In this paper, an analysis of denoising techniques applied 
to CT images is presented to increase the reliability of CT 
examinations obtained with low-dose radiation. 
The effect of both the filtering techniques, anisotropic 
diffusion filter & Gauss-Prewitt filter on CT images is 
presented. The main technical parameters influencing the 
radiation dose and their implications for diagnostic quality 
were studied. The main causes of CT noise and its 
statistical properties were analyzed. 
Several simulations have been carried out to choose the 
best filter parameters. Using anisotropic filter, it is 
possible to decrease RMS error to about 7% and by using 
Gauss–Prewitt operator the error can be reduced to 10% 
which was 13% in noisy images. This way, it is possible 
to decrease the relative error in CT images & to improve 
image quality. 
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Table I .Results Of The Tests Carried Out On 20 Ct Images. In The 
Three Columns, The Relative Rms Error For Noisy Images, For Filtered 
Images Using Gauss And Prewitt Filters, And For Filtered Images Using 

Anisotropic Filters Are Listed 

Images Noisy 
Images 

Gauss-
Prewitt filter 

Anisotropic 
filter 

Image No.1 13.3% 10.1% 5.1% 
Image No.2 12.9% 9.0% 6.8% 
Image No.3 13.1% 9.8% 7.1% 
Image No.4 13.6% 10.6% 6.7% 
Image No.5 12.7% 9.5% 7.1% 
Image No.6 13.3% 10.0% 7.4% 
Image No.7 13.3% 9.9% 6.5% 
Image No.8 13.0% 10.2% 6.8% 
Image No.9 12.9% 10.1% 7.1% 
Image No.10 13.5% 10.5% 7.3% 
Image No.11 13.1% 10.5% 6.2% 
Image No.12 12.8% 9.9% 6.6% 
Image No.13 12.7% 10.1% 7.8% 
Image No.14 13.2% 10.8% 7.4% 
Image No.15 13.3% 10.3% 7.1% 

Average 13.0% 10.0 % 7.0% 
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