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Abstract 
Biometrics, defined as automated recognition of individuals 
based on their behavioral and biological characteristics, is 
beginning to gain acceptance as a legitimate authentication 
method and a practicable option to traditional identification 
methods in several application areas. Biometric cryptosystems, 
designed to generate a cryptographic key from a biometric trait, 
incorporate high level of security provided by cryptography and 
non-repudiation provided by biometry, as well as eliminating the 
need for a user to remember long passwords or carry tokens. 
Unlike unimodal biometric systems that employ single feature, 
multimodal biometric cryptosystems generate keys from two or 
more individual modalities typically fused at feature level. 
Fusing feature sets related to different modalities prevents 
possible spoof attacks and provides the system with higher level 
of overall security. This paper present an efficient approach to 
secure cryptographic key generation from iris and face biometric 
traits. Features extracted from preprocessed face and iris images 
are fused at the feature level and the multimodal biometric 
template is constructed from the Gabor filter and Principal 
Component Analysis outputs. This template is used to generate 
strong 256-bit cryptographic key. Experiments were performed 
using iris and face images from CASIA and ORL databases and 
the efficiency of the proposed approach is confirmed. 
Key words: 
biometrics; cryptography; feature fusion; face; iris; key 
generation 

1. Introduction 

“Biometrics is the science of establishing the identity of 
an individual based on physical, chemical or behavioral 
attributes of the person” [1]. Due to distinctive nature of 
biometric traits and non-repudiation it offers, biometry is 
frequently used to enhance the overall security of the 
system it is implemented in [2], e.g. biometric 
authentication systems or biometric cryptosystems. 

There are two types of biometric systems: unimodal 
and multimodal. Unimodal systems employ single 
biometric sample, such as face or fingerprint. Multimodal 
systems employ two or more modalities, such as face and 
fingerprint. Using two or more modalities increases 
recognition accuracy, strengthens the proof as data is 
acquired from different sources [3], reduces false rejection 
rates (FRR) and false acceptance rates (FAR). Multimodal 

biometric systems are based on information fusion that can 
be performed on several levels, typically at feature, match 
score or decision level. Decision level [4] and matching 
score level [5] are applicable only to authentication 
systems, as they still result in two or more feature vectors 
that represent the identity of the user. The feature level 
fusion is based on generating new feature vector that 
represent the identity of an individual on the basis of 
feature vectors extracted from different modalities [6]. As 
the fusion outcome is one vector, feature level fusion can 
be used both in biometric authentication systems and 
biometric cryptosystems. While decision and match score 
level fusion is reported in numerous studies, fusion at the 
feature level is relatively understudied problem [7]. 

In biometric cryptosystems cryptography provides high 
level of security while biometry provides non-repudiation. 
Biometric cryptosystems can be roughly categorized into 
two groups: key generation and key binding systems. Key 
generation systems produce cryptographic key from 
acquired biometric data [8]. Key binding systems bind 
randomly generated cryptographic key to the biometric 
template [9] and release it when the appropriate biometric 
template is presented to the system. Recently, a great deal 
of attention have been paid to developing approaches for 
cryptographic key generation from biometric features and 
authenticating users by combining multiple biometric 
modalities. 

The system presented in this paper generates a stable 
256bit key generated from iris and face biometric traits. 
Key is generated from the Gabor filter and principal 
component analysis outputs fused at the feature level. The 
efficiency of proposed approach is experimentally 
evaluated using CASIA and ORL biometric template 
databases. 

2. Related Work 

Hao, Anderson and Daugman [10] have presented a 
biometric based cryptographic key generation method 
utilizing the iris feature and two-layer error correction 
technique that merges Hadamard and Reed-Solomon codes, 
thus providing a secure way to incorporate the iris 
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biometrics into cryptographic applications. They produced 
an error free 140 bit key with acceptable 0.47% FRR and 
0% FAR rates. Bae, Noh and Kim [11] have presented a 
novel iris recognition feature extraction algorithm based on 
independent component analysis. The proposed method 
reduces the size of the iris code and feature extraction time 
and has a similar Equal Error Rate (ERR) to conventional 
Gabor wavelets based methods. 

Chen and Chandran [12] have presented a technique 
that produces deterministic bit sequences from the output 
of a repetitive one way transform via entropy based feature 
extraction process coupled with Reed Solomon error 
correcting codes. According to authors, the technique was 
evaluated with 3D face data and was confirmed to be 
reliable in 128 bit key generation. Teoh, Ngo and Goh [13] 
proposed a two-stage technique to generate personalized 
cryptographic keys from the face biometric, which offers 
the inextricably link to its owner. According to authors, 
tokenised face-hashing is rigorously protective of the face  
data,  with  security  comparable  to  cryptographic  
hashing  of  token  and knowledge key-factor. Beng, Teoh 
and Koh [14] have presented a biometric key generation 
scheme based on a randomized biometric helper. The 
technique consists of a randomized feature discretization 
process that enables one to control the intra-class 
variations of biometric data to the minimal level, and a 
code redundancy construction, that reduces the errors. The 
randomized biometric helper proved that a biometric key 
was easy to be invalidated as soon as the key get 
conciliated. Wu, Liu, Yuan and Xiao [15] have developed 
face biometric cryptosystem that uses 128-dimensional 
PCA vector and Reed-Solomon error correction codes. 
Sashank Singhvi, Venkatachalam, Kannan and Palanisamy 
[16] developed a technique that exploits an entropy 
dependent feature extraction process coupled with Reed-
Solomon error correction, resolving an issue resulting from 
different acquisition of the similar biometric samples. 

Feature vector concatenation followed by feature 
reduction transform is common form of feature level fusion. 
Feature level fusion proposed by Son and Lee [17] 
employs multi-level 2-D Daubechies wavelet transform 
applied to iris and face images and subdivision of resulting 
images into a grid. Features are extracted as the mean and 
standard deviation for each region and concatenated into a 
joint feature vector. Direct linear discriminant analysis is 
further applied to reduce the dimensionality of the vector. 
Gan, Gao and Liu [18] used two-dimensional discrete 
cosine transform (2D-DCT) for face and iris feature 
compression and Kernel Fisher Discriminant Analysis as 
feature fusion. This method was further improved by Gan 
and Liu [19] by employing Discrete Wavelet Transform 
instead of 2D-DCT, while the same fusion technique is 
used. The approach proposed by Rattani and Tistarelli [20] 
computes features using the scale-invariant feature 
transform (SIFT) algorithm applied to face and iris images. 
For each source, the extracted SIFT features are selected 

via spatial sampling and concatenated into a single feature 
vector using serial fusion. According to authors, the fused 
approach outperforms any unimodal biometric approach. 
Majority of the research in face-iris feature fusion reported 
in the literature is related to biometric authentication and 
the applicability of feature level fusion of iris and face to 
biometric cryptosystems is still understudied problem. 

3. Feature Extraction and Key Generation 

Before fusion and key generation is performed, iris and 
face features are extracted from provided biometric traits. 
This study adopts two notable, convenient extraction 
methods reported in the literature: principal component 
analysis and 2-D real Gabor filter. 

3.1 Iris Feature Extraction and Normalization 

Common iris biometric systems are based on the 
Daugman's methods [21]: iris image is identified, the 
region is unwrapped into a normalized, rectangular image 
and variants of Gabor filters are applied to extract iris 
features. The outer radius of iris patterns and pupils are 
first localized with Hough transform that involves canny 
edge detector to generate an edge map. Hugh transform 
identifies positions of circles and ellipses [22]. Hough 
transform for outer iris and pupil boundaries and a set of n 
recovered edge points (xi, yi) is defined by: 
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The circle (xc, yc, r) through each edge point (xi, yi) is 
defined as: 

 ( ) ( )2 2 2

i c i cx x y y r− + − = .                   (3) 

The triplet that maximizes H(xc, yc, r) is common to 
the greatest number of edge points and is a reasonable 
choice to represent the contour of interest [23]. Once iris 
image is localized, as shown in Fig 1., regions of interests 
are defined and it is transformed into fixed-size rectangular 
image.  
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Fig. 1 Localized iris. 

The normalization process employs Daugman's rubber 
sheet model that remaps the iris image I(x, y) from 
Cartesian to polar coordinates [21], as shown in Fig. 2. 
Rubber sheet model produces a normalized representation 
with constant dimensions set by angular and radial 
resolution. If parameter r is on the interval [0, 1], θ is the 
angle [0, 2π], and iris and pupil boundary points along θ 
are denoted as (xi, yi) and (xp, yp), respectively, the 
transformation: 

 ( ) ( )( ) ( ), , , ,I x r y r I rθ θ θ→                      (4) 

is performed according to: 

 ( ) ( ) ( ) ( ), 1 p ix r r x xθ θ θ= − + ,                     (5) 

                               
( ) ( ) ( ) ( ), 1 p iy r r y yθ θ θ= − + .                   (6) 

 

Fig. 2 Daugman’s rubbersheet model 

 

Fig. 3 Normalized iris 

Iris feature extraction is performed with 2-D real Gabor 
filters, as proposed by Wu, Qi, Wang and Zhang [24]. Let f 
denote the frequency of the sinusoidal plane wave, α and β 
are the space constants of the Gaussian envelope along x' 
and y' axis and θ the orientation of Gabor filter. Two-
dimensional (2-D) real Gabor filter is given by: 

 ( ) ( ) ( ) ( )
2 2 2 2' 2 ' 21

, , cos 2 '
2

x y
G x y e fx

α β
θ π

παβ

− −
= , (7) 

 ' sin cosx x yθ θ= + , (8) 

 ' cos siny x yθ θ= − + . (9) 

Four Gabor filters are applied with θ = 0, 45, 90 and 
135 degrees, resulting in 4 filtered images. Details on 
Gabor filter parameters selection are discussed in [25]. 
Each filtered image is further divided in 16x4 rectangular 
16 pixel wide blocks. Mean of each block is normalized to 
different range for the purpose of experimentation. Scaling 
to range [0,15] removes most of the noise originating from 
image distortion, while scaling to range [0,255] provides 
largest tolerance to brute force attacks. Iris 256-
dimensional feature vector is constructed from 256 
normalized means. 

3.2 Face Feature Extraction 

Face recognition is convenient, non-intrusive 
authentication method. There is various feature extraction 
methods from face biometrics reported in the literature. 
Roughly, they can be classified either as geometric or 
photometric approaches. Geometric approaches are based 
on developing the model based on geometric distances 
between fiducially points, while the photometric 
approaches are based on extracted statistical values [26]. 

Before the face features are extracted, input image is 
preprocessed. Preprocessing steps include image size 
normalization, background removal (region of interest 
selection), translation and rotational normalizations and 
illumination normalization. Normalization increases 
system robustness against posture, facial expression and 
illumination.  

Principal component analysis (PCA) for face 
recognition is based on the information theory approach: it 
extracts relevant information and encodes it as efficiently 
as possible. PCA approach reveals the most effective low 
dimensional structure of facial patterns, removes 
information that is not useful and specifically decomposes 
the structure of face into uncorrelated components named 
Eigen faces [27]. Each image of face may be stored in a 
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1D array which is the representation of the weighted sum 
(feature vector) of the Eigen faces.  

 

 

Fig. 4 Example image from ORL database and corresponding Eigenface. 

This approach requires complete front view of face. 
According to [28], PCA can be summarized with the 
following steps. Let the face image X(x, y) be a two 
dimensional m x n array of intensities. The average face is 
defined by: 

 
1

1 N

i
i

X X
N =

= ∑ ,                                        (10) 

where X1, X2, …. XN denote training set images. The 
covariance matrix C given by: 

 ( )( )T

1

1 N

i i
i

C X X X X
N =

= − −∑                           (11) 

represents the scatter degree of all feature vectors 
related to the average vector [29]. Let V denote the set of 
eigenvectors matrix C associated with its eigenvalue λ: 

 , , 0nCV V V R Vλ= ∈ ≠ .                                 (12) 

All training images of i-th person are projected to 
corresponding eigen-subspace, resulting in principal 
components, also known as eigenfaces: 

 ( )T , 1, ...i

k iy w x i N= = . (13) 

To reduce dimensionaliry, first N eigenvectors that 
have large variances are selected and remaining ones are 
discarded. Face data is further converted into local binary 
pattern that provides 256 bits of data. 

3.3 Generating the Key from Face and Iris Features 

Iris feature vector contains 256 normalized values, 
while the face provides 256 bits of useful data. Each bit of 
the 256-bit key is calculated by as follows: 

• If the i-th bit of face local binary pattern is 0, then 
the i-th bit of the key is the sum all the zeros in 
binary representation of i-th normalized iris values 
modulus 2. 

• If the i-th bit of face local binary pattern is 1, then 
the i-th bit of the key is the sum all the ones in 
binary representation of i-th normalized iris values 
modulus 2. 

Resulting sums are concatenated and 256 bit key is 
generated. 

4. Experimental Evaluation 

The implementation of the proposed model is 
experimentally evaluated using MATLAB (version 
R2011b). Images from CASIA-IrisV4 [30], collected by 
the Chinese Academy of Sciences' Institute of Automation, 
and the well known ORL face database that is taken at the 
Olivetti Research Laboratory in Cambridge, UK [31] are 
used as inputs. Experiment fuses CASIA iris features with 
ORL face features. Because ORL face database includes 
10 different images of each of 40 subjects, 40 iris images 
of CASIA database are selected to be fused with faces. 
Initial set of keys is generated for each fused subject 
during enrollment phase, and average false rejection rates 
are measured for different iris Gabor filter output 
normalization ranges. Experimental results are given in 
table 1 

Table 1 Experimental Results 

Normalization Range False Rejection Rates (%) 

[0, 15] 2.65 % 

[0, 31] 3.08 % 

[0, 63] 7.12 % 

[0, 127] 9.59 % 

[0, 255] 12.51 % 
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Fig. 5 Dependency of False Rejection Rate from filtered image block 
mean normalization range 

5. Conclusions 
This paper presents an efficient approach to 

cryptographic key generation from multiple biometric 
modalities. The system presented in this paper generates 
256-bit crypto key generated from iris and face biometric 
traits. The proposed system employs three modules: 
feature extraction module, face feature extraction module 
and key generation module. The experiments performed 
with face images obtained from publicly available ORL 
database the iris images from CASIA-IrisV4 database have 
demonstrated the efficiency of the proposed approach to 
produce user-specific keys. Our further research will be 
focused on reducing the false rejection rates and 
implementing more advanced face feature extraction 
algorithms based on Normalized Principal Component 
Analysis and Gabor filters. 
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