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Abstract 
Numbers of Information System development methods or agile 
software development methodologies are in practice. When any 
organization is going for IS development they will be looking for 
the IS development methods that are most complete and/or 
significant and also to fulfill their requirements and give them a 
complete solution. Agile software development methods have 
made their way into the software mainstream and have got the 
attention of software engineers and researchers due to their rapid 
growth. The purpose of this paper is to compare and investigate 
the three most practiced methods, that is Extreme Programming, 
Rational Unified Process and Dynamic System Development 
Method by using the Multi Criterion Decision Making tool. In 
addition, we analyze them on the basis of different aspects in order 
to find out which one is the most complete and significant 
technique for the development of Information System. 
Keywords:  
Information System, agile software development methodologies, 
XP, RUP, DSDM.. 

1. Introduction 
From the last two and half decades a number of IS 
development methods have been introduced and some of 
them have been practiced more or less [1]. All of these 
methods have their own pros and cons and as we know that 
software development is one of the volatile field, new 
technologies and concepts are taking place very rapidly and 
it seems that these methods are incomplete and are not 
competing with latest technologies [1]. Therefore new 
methods and techniques are taking place in which most of 
them are based on the old methods with some amendments 
and additions and some might be with new concepts [1]. 
Software engineering is a discipline, which is introducing 
new techniques and methodologies for the software 
development day by day [2]. Every organization is 
searching for a software development method that is 
organized in a way to deliver faster, better and cheaper 
solutions [2].         
In this paper three of the most popular I.S development 
methods Extreme Programming (XP), Rational Unified 

Process (RUP) and Dynamic System Development Method 
(DSDM) which are in practice nowadays in the market are 
discussed and compared with respect to different aspects 
such as process of the methods, practices, and pros and cons 
etc. Based on the facts and figures we will draw a 
conclusion regarding a method that is complete and more 
significant than other methods. The rest of the paper is 
organized as follows: 
Section 2 consists of a background study regarding the 
techniques to be evaluated. Section 3 presents related works 
conducted in relevant areas. Section 4 describes the 
implementation of the proposed work and the results gained 
using the MCDM (Multi Criterion Decision Making). 
Finally section 5 briefly presents the conclusions drawn 
from the evaluation process. 

2. Background 
In this section we will explain Extreme Programming, 
Rational Unified Process and Dynamic System 
Development Method with respect to their life cycle and 
other development phases.  

2.1. Extreme Programming 
Extreme Programming is a disciplined way of software 
development which simplifies the project, gives quick 
feedback and brings courage to the team. It combines the 
whole team to the presence of a simple practice, where all 
the team members are getting enough feedback and could 
easily find that at what particular stage of the development 
stage they are and how they can get the target [3]. 
Extreme Programming came in to being due to some 
problems raised in traditional methods having lengthy 
development life cycle. It is simply the way to get the work 
done rapidly and easily [1]. 

2.2. Life cycle of XP Process 
Extreme programming life cycle consists of the following 
phases which are discussed according to [1], [4], [5]. 
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2.1.1. Exploration Phase 
In this phase the customer wrote down the stories which are 
actually the requirements of the system. The customer puts 
these stories on story cards and in the meantime, the 
development team practice the tools which they are going to 
use in the entire project. So the tools are tested and the 
system get visualized by building its prototype. Depending 
on the size of the project this phase may takes weeks to 
months [1], [4], [5]. 

  
Figure 1: Life cycle of XP process [1] 

2.1.2. Planning Phase 
In this phase the requirement stories wrote down by the user 
in the exploration phase are prioritized according to the 
requirement of the system and the contents of the initial 
release are prepared [1], [4], [5]. The developer’s team then 
estimates the requirements and works for the first release, 
manage the time and schedule the resources. This phase 
takes a couple of days and first release are prepared within 
two months.  

2.1.3. Iterations to Release phase 
In this phase the scheduled plan is divided into multiple 
iterations. Architecture of the system is created in the first 
iteration mainly concerned with the selected stories that 
focuses on the structure of the required system [5]. The 
customer decides which stories should be included in every 
iteration and perform the necessary tests that the customer 
wants. Each iteration take approximately 3-4 weeks to 
implement, and the system will be ready to use at the end of 
last iteration [5], [6]. 

2.1.4. Product ionizing Phase 
In  this phase the developed system is presented for its first 
release and are tested for extra performance and 
functionality. Some new amendments are also decided if 
they are part of the first release. New ideas and suggestions 
might be raised and are recorded for possible 
implementation later. The duration of this phase is normally 
very short and take almost one to three weeks [1], [3]. 

2.1.5. Maintenance Phase 
The system is released to the customer in this phase. The 
XP team will be working on both sides i.e. customer 
support side and also on new iteration which will  reduce 
the speed of the developer team. Some new people may also 
be introduced to the XP team in this phase, so the team will 
also be restructured [1], [3]. 

2.1.6. Death Phase 
This is the final phase where the system is completed, and 
customers are satisfied from the performance of the 
system[1], [3]. All the entire work are documented and 
design, architecture, code etc. are finalized. The death 
phase also occurs if the desired outcomes are not fulfilled or 
if the system is going to be too expensive to afford. 

2.1.7. XP pros and cons 
Pros: 
• XP is an iterative development method 
• Trusts the developer 
• Customer makes business decisions. 
• Continual process improvement. 
• Not tied to expensive tools. 
• Development makes technical decisions. 
Cons: 
• Lightweight on process side. 
• Dose not specify artefacts. 
• A lot of customer involvement. 
• Does not support too many tools 

2.3.Rational Unified Process 
RUP or Rational Unified Process introduced by “Philippe 
Kruchten, Ivar Jacobsen and others at Rational Corporation” 
based on unified modeling language (UML). It is an 
iterative method for Object Oriented system based on use 
cases that are used to model requirements and build 
foundation of the system [1]. 

2.2.1. Process of RUP 
The life cycle of RUP is divided into four phases: Inception, 
Elaboration, Construction, and Transition. Each phase is 
then further divided into iterations. Each iteration have a 
purpose to produce an integral part of the software. Time 
required for each iteration may be as low as two weeks or as 
long as 26 weeks [1], [7], [8]. 
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Figure 2: RUP phases diagram [1] 

2.2.2. RUP phases 

2.2.2.1. Inception phase 
In this phase the system business state is studied. The most 
important use cases are determined, and the cost of the 
project is estimated in order to find that wither the project is 
acceptable or not. It is also determined that which resources 
will be needed for the entire project  [9], [10]. 

2.2.2.2. Elaboration Phase 
In this phase the developers have a close look at the system 
to determine the system architecture and to decide the 
system plan [4], [11]. This is an important phase in RUP 
where the developers analyze the risk associated with the 
system. 

2.2.2.3. Construction Phase 
In this phase all the development work is completed and 
different modules are integrated. Also some modules are 
released before going to the transition phase [9], [10]. 

2.2.2.4. Transition Phase 
In this phase the software is in full operational form. User 
feedback are recorded and any critical problem exist in the 
system are removed. Any delayed part due to time 
constraint are completed [4], [11]. Beta tests for the entire 
system are carried out, users are trained, and the user 
documentation are prepared [4], [11]. 

2.2.2.1. Pros and Cons of RUP

Table 1. RUP pros and cons 

Pros Cons 
• RUP is an iterative development method. 

• It is a use case driven method. 

• Manageable, and traceable. 

• Lots of artefacts 

• Process is tuneable. 

• Heavyweight on process side. 

• Customer involvement is not as much as in XP. 

• Tied to expensive toolset. 

2.4. Dynamic System Development Method 
(DSDM) 

DSDM is a skeletal structure for rapid application 
development (RAD), originated in 1994 and maintained by 
an organization called DSDM Consortium. Unlike other 
methods, DSDM keep the time and resources fixed and 
functionality can be variable. All the developed systems 
will be delivered in a fixed amount of time [1], [3]. 

2.3.1. DSDM Process 
DSDM process consists of few phases, that are feasibility 
study, business study, functional model iteration, design 
and build iteration, and implementation [1]. The first two 
phases are done at once, while the rest of the three phases 
are iterative and incremental. Every iteration must be 
completed in a fixed amount of time also called a time box 
[1], [3]. 

2.3.1.1. Feasibility Study 
In this phase the project at hand is judged for DSDM 
compatibility which means that the project is checked in 
order to conclude that whether it is suitable to do it with 
DSDM or not [10]. Also this phase has a concern with risk 

and technical issues. Moreover feasibility report and outline 
plans are prepared in this phase [10]. 

 
Figure 3: DSDM Process diagram [1] 

2.3.1.2. Business Study 
Basic properties of the business and technology are studied, 
the customer decides the priorities, and the customer from 
the affected area of business is given more consideration 
because they will be more involved at initial stage [1], [12]. 
Process is described according to the business definition. 
System architecture and outline plans are also defined [1], 
[12]. 
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2.3.1.3. Functional Model Iteration 
This is the starting iterative and incremental phase where 
the actual development starts. On the completion of each 
iteration, the next iteration is planned on the basis of the last 
iteration, and in this way the analysis model is implemented. 
Prototype code and analysis model is also prepared [2], 
[13]. 

2.3.1.4. Build and Design Iteration 
Here the system is just ready to fulfill the basic agreed user 
requirements. This is an iterative as well, so the user will 
review the functionality and design and may ask for further 
developments [4], [14]. 

2.3.1.5. Implementation 
In this phase the system is handed over to the users, users 
are trained and if the system has a large number of users 
then it may be done in a period of time [2], [5], [9]. This 
phase may also be iterated. 

2.3.1.6. DSDM Pros and Cons 
Pros: 
• User is consider as the owner of the solution 
• Risk is minimized up to enough extent by due to it 

iterative and incremental nature. 
• The solution obtained fulfils the exact requirement of 

the user all the times. 
• User is trained before the system implementation. 
• The system implementation goes in very smooth way. 

Cons: 
• More user involvement can be danger some time if the 

user is not an appropriate one. 

3. Related Work 
The work that we have seen more relevant to our work is 
that of Osama Shoaib and Khalid Khan. In their work they 
have evaluated the agile methodologies i.e. Extreme 
Programming (XP), Rational Unified Process (RUP) and 
Dynamic System Development Method (DSDM) based on 
certain quality practices such as iterative and incremental 
development, communication and team work, pair 
programming, configuration and change management, 
simplicity and customer feedback etc. [2].  Also they have 
evaluated the above mentioned agile methods based on 
certain software quality factors such as efficiency, integrity, 
re-usability, maintainability, flexibility, timeliness and 
cost-effectiveness etc. [2]. 
Similarly the work done by M. A. Awad in his thesis is also 
more relevant to our work. In his thesis he discussed the two 
kind of methodologies i.e. heavyweight and lightweight. 
Heavyweight methodologies are considered as the 
traditional way of software development, detailed 

documentation and expensive design [6]. While lightweight 
methodologies are also known as agile methodologies. 
Based on certain characteristics he evaluated the two 
methodologies. Also he discussed the strengths and 
weaknesses of the two opposing methodologies with some 
of the challenges that are associated with the 
implementation of agile processes in software industry [6].   
Moreover the work done in [8] for the evaluation of three 
agile methodologies i.e. RUP, Catalysis and XP on the basis 
of CMM (Capability Maturity Model) framework seems 
similar to our work. In this book chapter the authors 
evaluated the three mentioned methodologies by 
considering certain characteristics such as requirements 
management, software configuration management, 
software quality assurance etc. at CMM level 2 and 
integrated software management, peer reviews, software 
product engineering, training program etc. at CMM level 3 
[8]. 

4. Proposed Methodology 
The research work in this article is carried out by using the 
MCDM tool (MakeItRational). MCDM is basically a 
decision making tool which draws the results based on 
certain steps [15], [16]. The main steps for making the 
decision are goal selection, Alternatives, criteria, 
sub-criteria, preference and finally result. The description 
about each step is given below. 

4.1. Goal Selection 
This part is basically concerned with the selection of goal. 
The main goal in our case is to evaluate XP, RUP and 
DSDM Techniques and to come up with a conclusion that 
which technique is more appropriate for the development of 
Information System [16]. 

4.2. Alternatives 
This portion is concerned with the main alternatives that we 
are going to evaluate. In our case we have three main 
alternatives which are summarized in table 2. 
 

Table 2: Main Alternatives 

Number Name 

1 Extreme Programming 

2 Rational Unified Process 

3 Dynamic system development method (DSDM) 

 
4.3. Main Criteria 
We have identified seven main criteria based on which we 
will evaluate the agile methodologies. The identified 
criteria include Efficiency, integrity, Re-usability, Ease of 
use, Maintainability, Testability and Cost-effectiveness. 
The hierarchical block diagram of the entire process 
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clarifies the idea about the goal selection, main criteria and 
alternatives. 
 

 
Figure 4: Hierarchical block diagram 

4.4. Preferences 
Preference is basically concerned with the assignments of 
priorities. Priorities are assigned based on the following 
table. 
 

Table 3: Priorities with their Importance 
 

No: Name No: Name 

1 Equal Importance 6 Strong Importance plus 

2 Weak Importance 7 Very Strong 
Importance 

3 Moderate Importance 8 Very Strong 
Importance plus 

4 Moderate Importance 
plus 

9 Extreme Importance 

5 Strong Importance   

The detail about each preference assigned to each criterion 
is summarized in the following table. 
 
Table 4:  Evaluation in context of: Selecting the best IS 

development method 
 

 Criteria Ratio Criteria Ratio 

Efficiency vs. 
Integrity 

3 : 1 Testability vs. 
Re-usability  

2 : 1 

Efficiency vs. 
Re-usability 

1 : 1 
Testability vs. Ease of 
use  

2 : 1 

Re-usability vs. 
Integrity  

3 : 1 
Testability vs. 
Integrity  

2 : 1 

Efficiency vs. Ease of 
use  

2 : 1 
Testability vs. 
Maintainability  

2 : 1 

Re-usability vs. Ease 
of use  

2 : 1 
Efficiency vs. 
Cost-effectiveness  

1 : 1 

Integrity vs. Ease of 
use  

2 : 1 
Cost-effectiveness vs. 
Re-usability  

1 : 1 

Efficiency vs. 
Maintainability  

2 : 1 
Cost-effectiveness vs. 
Ease of use  

2 : 1 

Re-usability vs. 
Maintainability  

2 : 1 
Cost-effectiveness vs. 
Integrity  

3 : 1 

Maintainability vs. 
Ease of use  

3 : 1 
Testability vs. 
Cost-effectiveness  

2 : 1 

Integrity vs. 
Maintainability  

2 : 1 
Cost-effectiveness vs. 
Maintainability  2 : 1 

Testability vs. 
Efficiency  

2 : 1   

 
4.5. Results 
This section consists of some graphs illustrating the overall 
results of the evaluation process. From these graphs a 
number of conclusions are discussed. 
The graph in figure 5. shows the ranking of alternatives 
according to their importance and severity. In the case of 
DSDM all the alternatives have the maximum value which 
concludes that DSDM is the most significant tool in all  

 

Alternative Total Efficiency Integrity Re-usability Ease of 
use 

Maintainability Testability Cost-effectiveness 

XP  20.41 5.18 1.17 5.18 1.34 1.23 3.7 2.62 

RUP  23.81 3.26 3.07 3.26 1.22 4.46 4.39 4.15 

DSDM  55.77 8.22 5.37 8.22 4.42 4.05 15.61 9.89 
Table 5:  Alternatives Ranking

  
agile techniques [16]. A more detailed description of the 
above figure can be clarified from table 5 given above. 

The above table shows the value in % for each criterion 
against each alternative. For example DSDM give an 
efficiency of 8.22%, while XP and RUP gives an efficiency 
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of 5.18% and 3.26% respectively. Similarly in the case of 
testability DSDM is more accurate because it has a value of 
15.61%, while the others have a value of 4.39% and 3.7% 
which means that DSDM provides the best testing facility 
to its end users. 

 
Figure 5: Ranking in context of: Selecting the best IS 

development method 

The graph is figure 6 illustrates the comparison of each 
criterion against each alternative. Based on the values 
against each criterion in the graph, it is clear that DSDM is 
the most significant and complete method in all three agile 
methodologies which can be used for the development of 
any information system [16]. 

 
Figure 6: Alternatives Comparison 

Similarly the graph in figure 7 shows the importance and 
severity of each criterion. As we can see from the graph that 
testability has a value of about 24%, which means that 
testability is one of the most important factor that must be 
considered in order to evaluate the agile techniques. 
Moreover efficiency, re-usability and cost-effectiveness are 

also the most important factors that must be bring into 
consideration in order to evaluate the agile methodologies. 

 
Figure 7:  Alternatives weights 

5. Conclusion 
From the above discussion and according to our 
understanding each one of these methods have some 
strengths and weaknesses, but according to our research 
study, understandings and based on the facts and figures 
concluded from the above graphs, DSDM is the most 
complete and significant method as compared to other agile 
methods that can be used for the development of any 
information system. But as we have mentioned earlier that 
each one have some pros and cons, DSDM also have some 
limitations but they can be ignored as the other methods 
have a lot of problems as compared to DSDM. 
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