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Abstract 
 Ranking plays an important role in vertical search domains as it 
helps users to view the best results quickly. This is required as 
search engines return huge number of records. Generally a 
ranking model is required for every domain as the data in each 
domain is different. However, it is tedious task to develop 
separate ranking model for each and every domain. A ranking 
model which can adapt to different domains can solve this 
problem. This paper proposes a new algorithm which adapts to 
various domains thus eliminating repetition of writing separate 
algorithm for each domain. An algorithm adapting to new 
domain reduces training cost thus making it cost-effective. We 
also proposed a ranking adaptability measurement for estimating 
the adaptability of ranking model. A prototype application is 
built to test the effectiveness of the application. The empirical 
results revealed that the proposed ranking model adaptation 
algorithm is capable of adapting to new domains. 
Index Terms 
 Ranking, ranking adaptation, domain specific search, 
information retrieval 

1. Introduction  

Information over Internet is being increased drastically 
every year. Users of Internet are able access required 
information on demand. The information retrieval systems 
generally return huge amount of data to end user. This 
causes the user’s time to be wasted. In order to overcome 
this problem, ranking models have been around for many 
years as they are required by applications as part of 
information retrieval. While learning ranking model, 
documents are labeled based on their relevancies to the 
queries issued by users. There are many machine learning 
methods used for ranking. They include LambdaRank [1], 
ListNet [2], RankNet [3], RankBoost [4], and Ranking 
SVM [5], [6]. These kinds of algorithm have already 
shown their performance in information retrieval in the 
context of web search engines. There are domain specific 
search engines that have moved from broad based search 
to domain specific search known as vertical search for 
bestowing required information. The vertical search 
engines serve specific documents and document types. For 
instance a medical search engine only can retrieve 
information pertaining to medical field. In this manner 

there are different search engines for music, video, and 
images. They operate on different documents and their 
types or formats. The broad based search engines use 
ranking model that uses text search techniques. They even 
treat images as text based documents as they can use text 
associated with images. Some techniques use Term 
Frequency (TF) information for ranking documents. 
However, the broad based ranking model is generally built 
on multiple domains and which can’t be generalized to 
work on specific search intentions of the user. Such model 
only can use ranking features of vertical domains. 
Semantic search is also kept in such ranking model. The 
search word is not considered as it is. Instead, it makes use 
of related and similar meaning words as well using lexical 
analysis. Building a ranking model for every domain is 
very tedious task. Therefore it is essential to have a model 
adaptation algorithm that can be used to switch from 
different domains and have search queries specific to the 
given domain. From experiments it is understood that the 
broad based search can give information that is reasonably 
useful though it may not be perfect. However, the broad 
based learning model can be adapted to various domain 
specific searches provided good labeling to documents in 
the domains. Thus it is well known that some prior 
knowledge about the domain information is required by 
the broad based ranking model to succeed in information 
retrieval. This appears to be costly and needs further 
improvement. Developing a ranking model that can adapt 
to new domains is very essential. 
Ranking adaptation to new domains can be compared to 
classifier adaptation. There was some research in this area 
[7], [8], [9], [10], [11]. However, adaptation for the 
ranking problem is new and there is no solution found in 
the literature. However, classifier adaptation and concept 
drifting [12] existed. Classifier adaptation deals with 
binary targets while the ranking adaption is pertaining to 
predicting rankings on a corpus of documents. There are 
some problem with multiple classifiers and classifier 
adaptation which include the dependency of preference of 
documents, and difference in relevancy levels among the 
domains. This paper, instead of using labeled data, the 
focus is on developing a ranking model which can adapt to 
domain specific search. Model adaptation is important 
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when compared to data adaptation or classifier adaptation. 
The problems of ranking model adaptation are going to 
overcome in this paper such as using labeled data of 
existing models, effective adaptation of ranking models 
and utilization of domain – specific features in the model 
adaptation. This paper addresses all these problems by 
developing a ranking adaptation algorithm that can adapt 
to various domain specific searches. It is a kind of black 
box adaptation model which needs some inputs so as to 
adapt to new domains. 
The remainder of the paper is structured into sections. 
Section 2 focuses on review of literature. Section 3 
provides information about the new ranking adaptation 
model. Section 4 gives details about the experiments, 
results and evaluation while section 5 provides 
conclusions. 

2. Related Work  

There are many research works found in the literature. 
However, we present here works that are closely relevant 
to our paper which is meant for developing a new ranking 
model adaption algorithm for domain specific searches. 
There were many models presented in the literature for 
ranking documents that have been used by real world 
search engines. For instance Language Models for 
Information Retrieval [13], [14] and Classical BM25 [15] 
work well for broad based searches. These models work 
fine with few parameters to be adjusted. However, there 
are scenarios where different leaning methods, labeled 
data with complicated features that make the existing 
broad based ranking models to lag behind. For this reason 
we felt that there is a need for developing a new ranking 
model adaptation algorithm that can effectively adapt to 
new domains for best performance. Recently many 
ranking algorithms came into existence. They learn to 
rank the documents and they are based on machine 
learning techniques. Some of them convert the ranking 
problem into classification problem that act on pairs of 
documents with labeling. Examples for such algorithms 
include LambdaRank [1], ListNet [2], RankNet [3], 
RankBoost [4], and Ranking SVM [5], [6] etc. They all 
focus on the objective evaluation optimization for ranking. 
In this paper we are not going to develop a new learning 
algorithm as such. Instead we focus on adaptation of 
ranking models suitable for different domains that are 
based on the already available learn to rank kind of 
algorithms. Various adaptation methods came into 
existence that makes use of different classifiers. A mixture 
model was presented by Daume and Marcu in order to 
address problems pertaining to domain distribution 
differences between testing sets and training sets [16]. For 
the same a boosting model was presented in [8]. A 
structural correspondence learning method was introduced 

by Blitzer et al. [7]. It is used to mine different domains in 
terms of correspondences of features. Yang et al. [10] 
proposed an algorithm for detecting cross domain videos. 
The algorithm is named as Adaptive SVM. All these 
works specified here are meant for designing classification 
problems. However, this paper focuses on ranking model 
adaption for various domains. 

3. Raking Adaptation 

This section provides information about the proposed 
ranking adaption model. First of all we describe the 
adaptation problem here. We consider a set of queries 
represented by Q, set of documents represented by D. The 
search results are labeled by human annotators. Other 
ranking information considered here include HITS [17] 
and PageRank [18] etc. The purpose of learning to rank 
algorithms is to estimate ranking. We assume that the 
number of returned documents and the number of queries 
in the training set to be small. As auxiliary ranking models 
have prior knowledge on labeled dataset, they need few 
training samples in order to adapt the ranking model. 

Ranking Adaptation SVM 

We assume that when the target domain and the auxiliary 
domain are similar, it is possible that ranking functions for 
them also tend to be similar. With this assumption the 
prior knowledge on dataset can be used in the ranking 
adaption model. The conventional regularization 
frameworks such as SVM [19] and neural networks [20] 
have some problem. The problem is known as ill-posed 
problem that which contains prior assumption and also 
data. This problem can be elegantly solved using a 
regularization framework that makes use of respective 
adaptive ranking function. The proposed ranking adaption 
is formulated as: 

 

Adapting to Multiple Domains 

The proposed algorithm can be extended to support 
multiple domains seamlessly in which ranking models can 
be learned from multiple domains in order to facilitate 
domain specific search with a common ranking adaption 
model. Assuming that there are certain auxiliary functions 
which can be used in the proposed ranking model, the 
multiple domain adaptions can be formulated as: 
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Generally data that comes from different domains should 
have various features specific to domain from which data 
comes. The proposed ranking model adapts to such 
features automatically. The utilization of domain specific 
features into the ranking adaptation model is essential and 
the proposed model is using such information. The 
ranking loss concept is also considered in the proposed 
system and the consistency constraint has been 
incorporated. Based on the similarity between the 
documents which are being processed, rescaling degree is 
controlled by looking that the document similarities. For 
making loss for pair wise documents, slack scaling is used. 
The margin rescaling is an optimization problem that 
rescales margin violations of adaptability. The margin 
rescaling is formulated as follows: 

 
In the same fashion slack rescaling is formulated as 
follows: 

 

4. Experimental Results 

The experiments are carried out using a prototype web 
application. The application was built in Java/J2EE 
platform which make use of JDBC (Java Database 
Connectivity), Servlets and JSP (Java Server Pages). A PC 
with 2 GB RAM with Pentium Core 2 Dual processor is 
used for experiments. With regard to datasets, TD2003 
and TD2004 benchmark datasets are gathered. The 
performance of the proposed ranking adaptation model is 
evaluated by using two measures namely normalized 
discounted cumulative gain and mean average precision. 
The results of the proposed method are compared many 
other baseline methods including Aux-Only, Tar-Only, 
and Lin-Comb. 
 

 

Fig. 1 - TD2003 to TD2004 adaptation with five queries 

As can be seen in fig. 1, comparison is made with 
adaptation performance of proposed algorithm with other 
three algorithms. The adaptation is from TD2003 dataset 
to TD2004 dataset with five queries. Out of all, the 
proposed algorithm has shown best performance. When 
Aux-Only is compared with Tar-Only, the Aux-Only 
outperforms the other model. 

 
Fig. 2 - TD2003 to TD2004 adaptation with ten queries 

As can be seen in fig. 2, comparison is made with 
adaptation performance of proposed algorithm with other 
three algorithms. The adaptation is from TD2003 dataset 
to TD2004 dataset with ten queries. Out of all, the 
proposed algorithm has shown best performance. As 
number of queries is increased, when Aux-Only is 
compared with Tar-Only, the Tar-Only outperforms the 
other model. 

 
Fig. 3 – NDCG Results of web page search to image search adaptation 

with five labeled queries 
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As can be seen in fig. 3, adaptation is made from web 
page search to image search with five labeled queries. The 
performance of proposed model is compared with other 
baseline models. The proposed model outperforms other 
models. 

 

Fig. 4 – NDCG Results of web page search to image search adaptation 
with ten labeled queries 

As can be seen in fig. 4, adaptation is made from web 
page search to image search with ten labeled queries. The 
performance of proposed model is compared with other 
baseline models. The proposed model outperforms other 
models. 

 
Fig. 5 – NDCG Results of web page search to image search adaptation 

with twenty labeled queries 

As can be seen in fig. 5, adaptation is made from web 
page search to image search with twenty labeled queries. 
The performance of proposed model is compared with 
other baseline models. The proposed model outperforms 
other models. 

 

Fig. 6 – NDCG Results of web page search to image search adaptation 
with thirty labeled queries 

As can be seen in fig. 6, adaptation is made from web 
page search to image search with thirty labeled queries. 
The performance of proposed model is compared with 
other baseline models. The proposed model outperforms 
other models. 

Conclusion  

This paper proposed a new ranking model adaption 
algorithm based on existing models that can adapt to 
various domains. As vertical search engines became 
popular, they can provide only information specific to a 
domain. The problem with such ranking models used by 
vertical search engines is that each model works only for 
one domain. This is because; data and data types of each 
domain are different. For instance medical search engine 
handles only medical data while vehicles search engine 
can only work for that domain. This is the motivation 
behind the work in this paper. We proposed a ranking 
model adaption algorithm for ranking search results of 
various domains. We built a prototype web application for 
testing the efficiency of the proposed ranking model. The 
experimental results revealed that the proposed model is 
adaptable and useful for domain specific search. 
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