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ABSTRACT 
Multi-Relational Data Mining (MRDM) methods search for 
patterns that involve multiple tables (relations) from a relational 
database. MRDM aims to discover knowledge directly from 
relational data. Multi-Relational classification aims to build a 
classification model that utilizes information in different 
relations.   Various techniques like Inductive Logic 
Programming (ILP), and Tuple ID propagation approaches are 
used in MRDM. 
Keywords: 
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1. Introduction 

Multi-Relational data Mining (MRDM) search for patterns 
that involve multiple tables (relations) from a relational 
database.  In a database for Multi-Relational classification, 
there is one target relation, whose tuples are called target 
tuples and associated with class labels. The other relations 
are nontarget relations. Each relation may have one 
primary key (which uniquely identifies tuples in the 
relation) and several foreign keys (where a primary key in 
one relation can be linked to the foreign key in another 
relation). If we assume a two-class problem, then we pick 
one class as the positive class and the other as the negative 
class. The most important task for building an accurate 
Multi-Relational classifier is to find relevant features in 
different relations that help distinguish positive and 
negative target tuples. 

1.1 DATA MINING 

The primary ingredient of any Data Mining [1][2][3][4][5] 
exercise is the database. A data base is an organised and 
typically large collection of detailed facts concerning 
some domain in the outside world. The aim of Data 
Mining described by the database. In Data Mining we 
generally assume that the database consists of a collection 
of individuals. Depending on the domain, individuals can 
be anything from customers of a bank to molecular 
compounds or books in a library. For each individual, the 
database gives us detailed information concerning the 
different characteristics of the individual, such as the name 
and address of customer of a bank, or the accounts owned. 

When considering the descriptive information, we can 
select subsets of individuals on the basis of this 
information. For example we could identify the set of 
customers younger then 18. Such intentionally defined 
collections of individuals are referred to as subgroups. 
While considering different subgroups, we my notice that 
certain subgroups have characteristics that set them apart 
from other subgroups. For instance, the subgroup age 
under 18 may have a negative balance on average. The 
discovery of such a subgroup will lead us to believe that 
there is a dependency between age and balance of 
customer. Therefore, a methodcall survey of potentially 
interesting subgroups will lead to the discovery of 
dependences in the database. Clearly, a good definition of 
the nature of the dependency (e.g. deviating average 
balance) is essential to guide the search for interesting 
subgroups. Such a statistical definition is known as 
interestingness measure or score function. 
Interesting subgroups are a powerful and common 
component of Data Mining, as they provide the interface 
between the actual data in the database and the higher-
level dependencies describing the data. Some Data Mining 
algorithms are dedicated to the discovery of such 
interesting subgroups. However, interesting subgroups are 
a limited means of capturing knowledge about the 
database because by definition they only describe parts of 
the database. Most algorithms will therefore regard 
interesting subgroups not as the end product, but as mere 
building blocks for comprehensive descriptions of the 
existing regularities. The structures that are the aim of 
such algorithms are known as models, and the actual 
process of considering subgroups and laboriously 
constructing a complete picture of the data is therefore 
often referred to as modeling. 
We can think of the database as a collection of raw 
measurements concerning a particular domain. Each 
individual serves as an example of the rules that govern 
this domain. The model that is induced from the raw data 
is a concise representation of the workings of the domain, 
ignoring the details of individuals. Having a model allows 
us to reason about the domain, for example to find causes 
for diseases in genetic databases of patients. More 
importantly, Data Mining is often applied in order to 
derive predictive models. If we assume that the database 
under consideration is but a sample of a large or growing 
population of individuals, we can use the induced model 
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to predict the behavior of new individuals. Consider, for 
example, a sample of customers of a bank and how they 
responded to a certain offer. We can build a model 
describing how the response depends on different 
characteristics of the customers, with the aim of predicting 
how other customers will respond to the offer. A lot of 
time and effort can thus be saved by only approaching 
customers with a predicted interest. 

1.2 Propositional Data Mining 

An important formalism in Data Mining is known as 
Propositional Data Mining. The main assumption is that 
each individual is represented by a fixed set of 
characteristics, known as attributes. Individuals can thus 
be thought of as a collection of attribute-value pairs, 
typically stored as a vector of values. In this representation, 
the central database of individuals becomes a table rows 
(or records) correspond to individuals, and columns 
correspond to attributes. The algorithms in this formalism 
will typically employ some form of propositional logic to 
identify subgroups, hence the name Propositional Data 
Mining. 
Example: Consider the customers of a bank. Each 
individual can be characterized by personal information, 
such as name, gender, and age, as well as by bank-related 
information such as balance, nr, credit cards, etc. Figure 
1.1 gives an example database in tabular form. 
Propositional algorithms typically build models by 
considering subgroups identified by constraints on the 
propositional data, e.g. ‘the group of male customers who 
own more than one credit card’ or ‘the adults’. 

Name Gender AGE Balance Nr. Credit cards 
Ritchie M 43 4,000 2 
Rendell F 12 -2,000 0 
Gross F 81 85,000 0 

Ferguson M 62 26,000 1 
Smith F 27 1,000 3 

Figure: a propositional database. 

Due to its straightforward structure, the Propositional Data 
Mining paradigm has been extremely popular, and is in 
fact the dominant approach to analysis a database. A wide 
range of techniques has been developed, many of which 
are available in commercial form. In terms of designing 
Data Mining algorithms, the propositional paradigm has a 
number of advantages that explain its popularity: 

• Every individual has the same set of attributes. An 
individual may not have a value for a particular 
attribute (i.e. have a NULL value), but at least it makes 
sense to inquire about that particular attribute. Also, 
each attribute only appears once, and has a single value. 

• Individuals can be thought of as points in an n-
dimensional space. Distance measures can be used to 
establish the similarity between individuals. Density 

estimation techniques can be used to help discover 
interesting regions of the space. 

• Attribute values are complementary; constraints on 
attributes divide the individuals in complementary 
subgroups. This makes gathering and using statistics 
concerning individual attributes- an important tool in 
Data Mining, as we shall see later on – a 
straightforward operation. Also, the use of operators is 
simple, as complementary operators correspond to 
complementary subgroups (e.g.= and #, or < and >). 

• The meta-data describing the database is simple. This 
meta-data is used to guide the search for interesting 
subgroups, which in Propositional Data Mining boils 
down to adding propositional expressions on the basis 
of available attributes. 

There is a single, yet essential disadvantage to the 
propositional paradigm: there are fundamental limitations 
to the expressive power of the propositional framework. 
Objects in the real world often exhibit some internal 
structure that is hard to fit in a tabular template. Some 
typical situations where the representational power of 
Propositional Data mining is insufficient are the 
following: 

• Real world objects often consist of parts, differing in 
size and number from one object to the next. A fixed 
set of attributes cannot represent this variation in 
structure.  

• Real-world objects contain parts that do not differ in 
size and number, but that are unordered or 
interchangeable. It is impossible to assign properties of 
parts to particular attributes of the individual without 
introducing some artificial and harmful ordering.  

• Real-world objects can exhibit a recursive structure. 

1.3 Structured Data Mining 

The Propositional Data Mining paradigm has been popular 
because of the simple tabular structure it proposes. This 
property is, at the same time, its weakness. Many 
databases, especially of large industrial nature, are simply 
too complex to analyse with a propositional algorithm 
without ignoring important information. Rather than 
working with individuals that can be thought of as vectors 
of attribute-value data, we will have to deal with 
structured objects that consist of parts that may be 
connected in a variety of ways. Data Mining algorithms 
will have to consider not only attribute value information 
concerning parts (which may be absent), but also 
important information concerning the presence of different 
types of parts, and how they are connected. 
Although a range of representations for structured data has 
been considered in the literature, structured individuals 
can conceptually be thought of as annotated graphs. Nodes 
in the graphs correspond to parts of the individual. A node 
can typically be of a class, selected from a predefined set 
of classes, and will have attributes associated with it. 
Available attributes depend on the class.  
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We refer to the class of techniques that support the 
analysis of structured objects as Structured Data Mining. 
These techniques differ from alternative techniques, 
notably propositional ones, in the representation of the 
individuals and of the discovered models. Many of the 
concepts of Data Mining are relatively representation-
independent, and can therefore be generalized from 
propositional Data Mining. For example, individuals and 
interesting subgroups play the same role. What is different 
is the definition of subgroups in terms of structural 
properties of the individuals. Much of the remainder of 
this thesis is dedicated to finding good ways of upgrading 
powerful concepts and techniques from Propositional Data 
Mining to the richer structured paradigm. Structured Data 
Mining deals with a number of difficulties that translate 
from the advantages of Propositional Data Mining listed in 
the previous section: 

• Individuals do not have a clear set of attributes. In fact, 
individuals will typically consist of parts that may be 
queried for certain properties, but parts may be absent, 
or appear several times, making it harder to specify 
constraints on individuals. Furthermore, it will be 
necessary to specify subgroups on the basis of 
relationships between parts, or on groups of parts. 

• Individuals cannot be thought of as points in an n-
dimensional space. Therefore, good distance measures 
cannot be defined easily. 

• Complementary subgroups can not be obtained by 
simply taking complementary values for certain 
properties, such as attributes of parts.  

• The meta-data describing the database is extensive. 
Typically, the meta-data will not only describe 
attribute of the different parts, but also in general terms 
how parts relate to each other, i.e. what type of 
structure can be expected. Good structured Data 
Mining algorithms will use this information to 
effectively and efficiently traverse the search space of 
subgroups and models. 

Over the last decade, a wide range of techniques for 
Structured Data Mining has been developed. These 
techniques fall roughly into four categories, which can be 
characterized by the choice of representation of the 
structured individuals. Although within each category the 
identification with the chosen representation is often very 
strong, it makes sense to view them in the broader 
perspective of Structured Data Mining. The four 
categories are: 

• Graph Mining The database consists of labeled 
graphs, and graph matching is used to select 
individuals on the basis of substructures that may or 
may not be present. 

• Inductive Logic Programming (ILP) The database 
consists of a collection of facts in the first-order logic. 
Each fact represents a part, and individuals can be 
reconstructed by piecing together these facts. First-
order logic (often Prolog) can be used to select 
subgroups. 

• Semi-Structured Data Mining The database consists 
of XML documents, which describe objects in a 
mixture of structural and free-text information. 

•  Multi-Relational Data Mining (MRDM) The 
database consists of a collection of tables (a relational 
database). Records in each table represent parts, and 
individuals can be reconstructed by joining over the 
foreign key relations between the tables. Subgroups 
can be defined by means of SQL or a graphical query 
language. 

1.4 Multi-Relational Data Mining 

The approach to Structured Data Mining that is the main 
subject of this thesis, Multi-Relational Data Mining, is 
inspired by the relational model. This model presents a 
number of techniques to store, manipulate and retrieve 
complex and structured data in a database consisting of a 
collection of tables. It has been the dominant paradigm for 
industrial database applications during the last decades, 
and it is at the core of all major commercial database 
systems, commonly known as relational database 
management systems (RDBMS).  A relational database 
consists of a collection of named tables, often referred to 
as relations that individually behave as the single table 
that is the subject of Propositional Data Mining. Data 
structures more complex than a single record and 
implemented by relating pairs of tables through so-called 
foreign key relations. Such a relation specifies how certain 
columns inn one table can be used to look up information 
in corresponding columns in the other table, thus relating 
sets of records in the two tables. Structured individuals 
(graphs) are represented in a relational database in a 
distributed fashion. Each part of the individual (node) 
appears as a single record in one of the tables. All parts of 
the same class for all individuals appear in the same table. 
By following the foreign keys (edges), different parts can 
be joined inn order to reconstruct an individual. In our 
search for patterns in the relational database, we will need 
to query individuals for certain structural properties. 
Relational database theory employs two popular languages 
for retrieving information from a relational database 
relational algebra and the Structured Query Language 
(SQL). The former is primarily used in the theoretical 
settings, whereas the latter is primarily used in practical 
systems. SQL is supported by all major RDBMSs. In this 
thesis we employ an additional (graphical) language that 
selects individuals on the basis of structural properties of 
the graphs. This language translates easily into SQL, but is 
preferable because manipulation of structural expressions 
is more intuitive. 
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2. Multi-Relational Data Mining Methods 

2.1 ILP Approach to Multi-Relational Classification 

Inductive Logic Programming (ILP) is the most widely 
used category of approaches to Multi-Relational 
classification. There are many ILP approaches. In general, 
they aim to find hypotheses of a certain format that can 
predict the class labels of target tuples, based on 
background knowledge (i.e., the information stored in all 
relations).  Many ILP approaches achieve good 
classification accuracy; most of them are not highly 
scalable with respect to the number of relations in the 
database. The target relation can usually join with each 
nontarget relation via multiple join paths. Thus in a 
database with reasonably complex schema, a large number 
of join paths will need to be explored. In order to identify 
good features, many ILP approaches repeatedly join the 
relations among different join paths and evaluate features 
based on the joined relation. This is time consuming, 
especially with the joined relation contains many more 
tuples than the target relation. 

2.2 Tuple Id Propagation 

Tuple ID propagation is a technique for performing virtual 
join, which greatly improves efficiency of Multi-
Relational classification. Instead of physically joining 
relations, they are virtually joined by attaching the IDs of 
target tuples to tuples in nontarget relations. In this way 
the predicates can be evaluated as if a physical join were 
performed. Tuple ID propagation is flexible and efficient, 
because IDs can easily be propagated between any two 
relations, requiring only small amounts of data transfer 
and extra storage space. By doing so, predicates in 
different relations can be evaluated with little redundant 
computation. Suppose that the primary key of the target 
relations is an attribute of integers, which represents the 
ID of each target tuple (we can create such a primary key 
if there isn’t one). Suppose two relations, R1 and R2, can 
be joined by attributes R1.A and R2.A. In tuple 
IDpropagation, each tuple t in R1 is associated with a set 
of IDs in the target relation, represented by IDset(t). For 
each tupel u in R2, we set ID set (u) =υtεR1,t,A=u, A 
IDset(t). That is, the tuple IDs in the IDset for tuple t of 
R1 are propagated to each tuple, u, in R2 that is joinable 
with t on attribute A. 

2.3 Multi-Relational classification using Tuple ID 
Propagation  

CrossMine approach that uses tuple Id propagation for 
Multi-Relational classification. To better integrate the 
information of ID propagation, CrossMine uses complex 

predicates as elements of rules. A complex predicate, p, 
contains two parts: 
1. prop-path: This indicates how to propagate IDs. If no 
ID propagation is involved, prop-path is empty. 
2. constraint: This is a predicate indicating the constraint 
on the relational to which the IDs are propagated. It can be 
either categorical or numerical. 

2.4 .CrossMine 

builds a classifier containing a set of rules, each 
containing a list of complex predicates and a class label. 
The algorithm of CrossMine is also a sequential covering 
algorithm like FOIL. It builds rules one at a time. After a 
rule r is built, all positive target tupels satisfying r are 
removed from the data set. To build a rule, CrossMine 
repeatedly searches for the best complex predicate and 
appends it to the current rule, until the stop criterion is met. 
A relation is active if it appears in the current rule. Before 
searching for the next best predicate, each active relation 
is required to have the IDset of propagated IDs for each of 
its tuples. When searching for a predicate, CrossMine 
evaluates al of the possible predicates on any active 
relation or any relation that is joinable with an active 
relation. When there are more than two classes of target 
tuples, CrossMinie builds a set of rules for each class. 
CrossMine uses tuple ID propagation to search for the 
beset predicate in all of the active relations,  

3. Conclusion 

In this thesis we have demonstrated that Multi-Relational 
Data Mining is inherently more powerful than 
Propositional Data Mining. There clearly is a large class 
of Data Mining problems that cannot be successfully 
approached using a single table a representational setting. 
These problems, which can be characterized by the 
presence of internal structure within the individuals they 
deal with, can successfully be approached by the multi-
relational tools and techniques that are the subject of this 
thesis. MRDM techniques are not the only ones that deal 
with structured data. We have presented a genus of 
Structured Data Mining paradigms that each approach the 
representation of data, and consequently the manipulation 
and analysis of the database, from a unique ‘tradition’. 
MRDM is an important member of this family of 
paradigms. Its particular strength lies in how it employs a 
number of concepts from relational database theory to 
capture more complex characteristics of the data and 
achieve efficiency and scalability. Additionally the 
dominance in industry of its underlying relational tradition 
makes MRDM an obvious choice. Although our main 
emphasis has been on MRDM, we recognize the value of 
approaching problems in the more abstract setting of 
Structured Data Mining. By combining achievements that 
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have been made relatively independently of one another, a 
richer set of techniques becomes available, and redundant 
development can be prevented. Furthermore a unified 
approach aids and comparison of existing techniques, 
which are mainly representation-specific. We therefore see 
the generalization of techniques from the individual 
paradigms, and integration of common ideas in SDM, as 
an important direction for future research. In the 
remainder of this chapter, we consider some topics that are 
natural and promising extensions of the research described 
in this thesis. 
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