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Summary 
Intrusion detection is to detect attacks(Intrusions) against a 
computer system. In the highly networked modern world, 
conventional techniques of network security such as 
cryptography, user authentication and intrusion prevention 
techniques like firewalls are not sufficient to detect new attacks. 
In this paper, we perform experiments on the kddcup99 data set. 
We perform dimensionality reduction of the data set using PCA 
(principal Component Analysis) and clear distinction between 
normal and anomalous data is observed by using supervised data 
mining techniques. Primarily experiments with kddcup99 
network data show that the supervised techniques such as Naïve 
Bayesian, C4.5 can effectively detect anomalous attacks and 
achieve a low false positive rate. In this thesis optimization 
technique such as Random Forest has applied to improve the 
efficiency of detection rate and achieve a low false positive rate. 
This mechanism can effectively tolerate intrusion  
Key words: 
Data Mining,Naive Bayes Classifier, classification Tree, 
PCA,kddcup99.  

1. Introduction 

Data is very vital to an organization. Organizations usually 
wish to preserve the confidentiality of their data. With the 
widespread use of the internet, it has become a key 
challenge to maintain the secrecy and integrity of 
organization’s vital data. The goal of attack detection is to 
build a system which would automatically scan network 
activity and detect such intrusion attacks. Once an attack is 
detected, the system administrator could be informed and 
thus take corrective action.Traditional security such as 
firewall, VPN and data encryption is insufficient to detect 
against attacks by crackers. However, intrusion detection is 
a dynamic one, which can give dynamic protection to the 
network security in monitoring, attack and counterattack 
[1]. For collecting the data set, Anomaly Detection System 
(ADS) can be classified as host-based and network-based 
[2]. 
• Host Based ADS: -these types of systems actually run 

on the system being monitored. These data come from 
the records of different host system activities, 
including appraisal records of OS, system logs, 
application program information, and so on. 

• Network Based ADS: -these types of system are 
placed on the network, near the system or system 
being monitored. They examine the network traffic 

and determine whether it falls within acceptable 
boundaries. These data come through network 
segments, such as : Internet packets. 

Attack detection techniques are classified into two 
categories [3]: 
1. Anomaly Detection: Anomaly detection refers to storing 
features of user’s usual behaviors into a database, then 
comparing user’s current behavior with those in the 
database. If the deviation is huge enough, we can say that 
there is something abnormal. 
2. Misuse/Signature Detection:  Misuse Detection refers to 
confirming attack incidents by matching features through 
the attacking feature library. 
We decided to use data mining in solving the problem of 
network attack because of following reasons [1, 4, 5, 6,]: 
Data mining can process huge amounts of data. 
It is more useful to find out the ignored and hidden 
information. 
Data mining algorithms are used to perform data 
summarization and visualization that help the security 
analysis in various areas. [7]. 

2. Related Work 

Denning was amongst the first persons to think in the area 
of application of data mining to network security. He has 
given a model of a real –time intrusion-detection expert 
system [8]. Ming Xue give two main algorithms namely 
the pattern comparison and clustering algorithm . In 
pattern comparison, they first establish a normal behavior 
pattern under association rules and sequence rules then 
they distinguish normal behavior and intrusion behavior. 
The basic idea of clustering analysis originates in the 
difference between intrusion and normal pattern and in the 
fact that the number of normal patterns should exceed that 
of intrusion (attack) pattern, so that we can put data sets 
into different categories and detect intrusion by distinguish 
normal and abnormal behaviors[1]. M. Govindarajan and 
RM. Chandrasekaran) investigated new techniques for 
intrusion detection model. They used comparative cross 
validation method for error rate for base classifiers. 
Following this they explored the general K-nearest 
neighbor (K-NN) classifiers as an intrusion detection 
model[9]. Mohammadreza Ektefa,Sara Memar,Fatimah 
Sidi and Lilly Suriani Affendey use C4.5 and 
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SVM(support vector machine) for detecting attacks. They 
calculate the detection rate (percentage of detecting attacks 
among all attack data) and false alarm rate (percentage of 
normal data which is wrongly recognized as an attack) and 
compare both algorithm result and find C4.5 has better 
performance than SVM in both detection and false alarm 
rate[10]. 

3. Proposed Methodology 

In this paper attacks are detected using C4.5 classification 
algorithm then apply optimization technique such as 
Random Forest to improve the result of C4.5 algorithm. I 
have also used PCA (Principal Component analysis) to 
reduce the dimensionality of datasets required to detect 
attacks. The feature reduction process can be viewed as a 
preprocessing step which removes distracting variance 
from a data set, so that classifiers can perform better and 
gives better results. In our proposed algorithm PCA 
(principal Component Analysis) transform used for 
dimensionality reduction which is commonly used step, 
especially when dealing with the high dimensional space of 
features. PCA-based approaches improve system 
performances. In this thesis comparison of existing 
algorithms (Naïve Bayes and C4.5) with proposed 
Classifier is used to classify any unknown attacks and 
result of the proposed algorithms is compared with Naïve 
Bayes and C4.5 to show which one is the best algorithm to 
classify new kind of attacks. 
Following are the steps used in our algorithm 

(i) Data preprocessing  

Data preprocessing comprises following components 
including document conversion and feature weighting. The 
functionality of each component is described as follows: 
(a)Dataset prepared with DoS, r2l, u2r and Probe attacks. 
(b)Document conversion- converts different types of 
documents such as gz, Tcpdump to csv file and arff 
(Attribute-Relation File Format) data file format. 

(ii) Dimensionality Reduction (Feature selection) 

It reduces the dimensionality of the data space by 
removing irrelevant or less relevant feature selection 
criterion. Principal component Analysis (PCA) is used for 
dimensionality reduction. The goal of PCA is to reduce the 
dimensionality of the data while retaining as much as 
possible of the variation present in the original dataset. 

(iii) Classification using C4.5 Decision Tree 
algorithm 

Decision Trees (DT) tree learning algorithms work based 
on processing and deciding upon attributes of the data. 
Attributes in DT are nodes and each leaf node is 
representing a classification. C4.5 is an algorithm used to 
generate a decision tree developed by Ross Quinlan. C4.5 
is an extension of Quinlan's earlier ID3 algorithm. The 
decision trees generated by C4.5 can be used for 
classification, and for this reason, C4.5 is often referred to 
as a statistical classifier.C4.5 uses information entropy 
concept [11]. C4.5 builds decision trees from a set of 
training data in the same way as ID3, using the concept of 
information entropy. 

(iv) Optimization Through Random Forest 

The random forests [13] is an ensemble of unpruned 
classification or regression trees. Random forest generates 
many classification trees. Each tree is constructed from a 
different bootstrap sample from the original data using a 
tree classification algorithm (Like C4.5). After the forest is 
formed, a new object that needs to be classified is put 
down each of the trees in the forest for  classification. Each 
tree gives a vote that indicates the tree’s decision about the 
class of the object. The forest chooses the class with the 
most votes for the object [12]. 

 

Fig.1 The Complete Proposed Model 
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4. Classifier for Attack Detection 

(i) Principal Component Analysis(PCA) 

PCA is a useful statistical technique that has found 
application in fields such as face recognition and image 
compression, and is a common technique for finding 
patterns in data of high dimension. The entire subject of 
statistics is based on around the idea that you have this big 
set of data, and you want to analyze that set terms of the 
relationships between the individual points in that set [16]. 
Algorithm: 
Suppose x1, x2,……….xm  are  N x 1 vectors 
Step 1: find mean of input matrix 

∑
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Step 2: Normalize data by subtracting mean 

             xxy ii −=  
Step 3: find covariance matrix 
  C=cov(y) 
Step 4: compute the eigenvectors (V) or eigenvalues (D) of 
the covariance matrix 
  [V,D]=eig(C) 
 Step5: sort eigenvalues in descending order by first 
diagonalising eigen value matrix, idx stores order to use 
when ordering eigenvectors. 
 Step6: put eigenvectors in order corresponding with eigen 
values. 
Step 7: (dimensionality reduction step) keep only the terms 
corresponding to the k largest eigenvalues where k=no of 
dimensions after reduction of data set. 
 
How to choose the principal components:- 
To choose k, use the following criterion. 
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After applying above steps using MATLAB tools. I have 
found 18 attributes that are most relevant for attack 
detection. Selected attribute names are Duration, 
protocol_type, Service, Flag, src_bytes, 
dst_bytes,logged_in,count, Srv_count, Serror_rate, 
Same_srv_rate,Diff_srv_rate, Dst_host_count, 
Dst_host_same_srv_rate, Dst_host_diff_srv_rate, 
Dst_host_same_src_port_rate, 
Dst_host_srv_diff_host_rate, Dst_host_serror_rate. 

(ii) Naive Bayesian Classifier(NBC) 

Bayesian classifiers are statistical classifiers. They can 
predict class membership probabilities, such as the 

probability that a given sample belongs to a particular class. 
Bayesian classification is based on Bayes theorem. Studies 
comparing classification algorithms have found a simple 
Bayesian classifier known as the naïve Bayesian classifier 
to be comparable in performance with decision tree and 
neural network classifiers. Bayesian classifiers have also 
exhibited high accuracy and speed when applied to large 
databases. [17]. 
Naïve Bayesian classifiers assume that the effect of an 
attribute value on a given class is independent of the values 
of the other attributes. This assumption is called class 
conditional independence. It is made to simplify the 
computations involved and, in this sense, is considered 
“naïve”. 
Algorithm steps are as follows:- 
Input: - Training data samples having attribute set 
A={A1,A2,…….,An},Unknown data sample    
X={x1,x2,…….,xn} , suppose there are m classes                  
C= {C1, C2,……,Cn } Output: - Predict the class label of 
unknown data sample X. 
Step1:  calculate prior probability of class label.               

S
SCP i

i =)( , where Si   is the number of training samples of 

class Ci   , and S is the total number of training samples. 
Step2: Compute the probability of unknown data sample 
with respect to class label. 
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 The probability )|(,),........|(),|( 11 inii CxPCxPCxP  can be 
estimated from the training  samples. 
If Ak  is categorical then, 
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where Sik is the 

number of training samples of class Ci having the value xk 
for Ak , and Si is the number of training samples belonging 
to Ci . 
If Ak is continuous valued, then the attribute is typically 
assumed to have a Gaussian distribution so that 
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Where  ),,( iik ccxg σµ  is the Gaussian(normal) density 

function for attribute Ak , while icµ  and icσ  are the mean 
and standard deviation, respectively,given the values for 
attribute Ak for training samples of class Ci . 
Step3:- compute )()|( ii CPCXP  for each class Ci. 
Step4:- Sample X is belong to the class Ci  if and only if  

)()|()()|( jjii CPCXPCPCXP >  for ,,1 ijmj ≠≤≤  
Or we can say it is assign to class Ci for which 

)()|( ii CPCXP  is the maximum. 
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(iii) C45(Decision Tree) 

C4.5 is a suite of algorithms for classification problems in 
machine learning and data mining. It is targeted at 
supervised learning: Given an attribute value data set 
where instances are described by collections of attributes 
and belong to one of a set of mutually exclusive classes, 
C4.5 learns a mapping from attribute values to classes that 
can be applied to classify new, unseen instances.[21] All 
tree induction methods begin with a root node that 
represents the entire, given data set and recursively split 
the data into smaller subsets by testing for a given attribute 
of each node. The sub trees denote the partitions of the 
original dataset that satisfy specified attribute value tests. 
This process typically continues until the subsets are 
‘’pure’’ that is, all instances in the subset fall in the same 
class, at which time the tree growing is terminated[18]. 
This algorithm can be used to generate a decision tree that 
can be used to classify data instances in different classes 
which helps in further analysis detecting valid results. This 
algorithm made a number of improvements on ID3 
algorithm. These are:  
• It can handle both continuous and discrete attributes. 

For continuous attributes, it creates a threshold and 
then splits the list into those whose attribute value is 
above the threshold and those that are less than or 
equal to it.  

• Missing attribute values are simply not used in gain 
and entropy calculations. 

• It can handle attributes with different costs. 
 
Proposed Algorithm steps are as follows: 
Input: an attribute-valued dataset  D (after apply 
Dimensionality reduction method PCA) 
1: Tree = {}  
2: if D is “pure” OR other stopping criteria met then 
3: terminate 
4: end if 
5: for all attribute a € D do 
6: Compute information-theoretic criteria if we split on a 
7: end for 
8: abest = Best attribute according to above computed 
criteria 
9: Tree = Create a decision node that tests abest in the root 
10: Dv = Induced sub-datasets from D based on abest 
11: for all Dv do 
12: Treev = C4.5(Dv) 
13: Attach Treev to the corresponding branch of Tree 
14: end for 
15: return Tree 

(iv) Random Forest(RF) 

The main features of the random forests algorithm are 
listed as follows: 
• It is unsurpassable in accuracy among the current data 

mining algorithms. 
• It runs efficiently on large data sets with many features. 
• It can give the estimates of what features are important. 
• It has no nominal data problem and does not over-fit. 
• It can handle unbalanced data sets. 
In random forests, there is no need for cross-validation or a 
test set to get an unbiased estimate of the test error. There 
are two ways to evaluate the error rate. One is to split the 
dataset into training part and test part. We can employ the 
training part to build the forest, and then use the test part to 
calculate the error rate. Another way is to use the oob error 
estimate. Because random forests algorithm calculates the 
oob error during the training phase, we do not need to split 
the training data. We choose the oob error estimate, since 
it is more effective by learning from the whole training 
dataset[13]. Fig.2 below is a visual representation of the 
un-weighted random forest algorithm. 

 

Fig.2   Meta Learner[14] 

Random Forest algorithm steps are as follows: 
1. Build bootstrapped sample B i from the original dataset 
D, where |B i | = |D| and examples are chosen at random 
with replacement from D. 
2. Construct a tree Ti using Bi as the training dataset using 
the standard decision tree     algorithm(C4.5)  with the 
following modifications: 

a) At each node in the tree , restrict the set of 
candidate attributes to a randomly  selected  subset (x1, 
x2, x3, … , xk), where k = no. of features. 
b) Do not prune the tree. 

3. Repeat steps (1) and (2) for i = 1, … , no. of trees, 
creating a forest of trees Ti derived from  different 
bootstrap samples. 
4. When classifying an example x, aggregate the decisions 
(votes) over all trees Ti in the forest. If  Ti (x) is the class 
of x as determined by tree Ti ,  then the predicted class of x 
is the class that occurs  most often in the ensemble, i.e. the 
class with the majority votes[15]. 

5. Experiments 

We tested our work using the 1999 KDD cup network 
anomaly data set [19]. It originated from the 1998 DARPA 
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Intrusion Detection Evaluation Program managed by MIT 
Lincoln Labs. 
The first stage is pre-processing. Data in this phase is 
reduced to lower dimensionality (18 attributes)then 
partition into training and testing. In the next step, we 
applied C4.5 and NBC on the training dataset in order to 
build and train the models. 
Finally trained models are evaluated on the testing dataset 
to calculate the efficiency of the models. 
The training data set consists of seven weeks of traffic with 
around 5 million connections and the testing data consists 
of two weeks of traffic with around 300,000 connections. 
The data contains four main categories of attacks: 
• Denial-of-service (Dos) such as smurf, apache2, pod, 

etc. 
• Remote-to-local (R2L) like imap, worm, phf, etc.. 
• User to root (U2R) such as perl, rootkit and so on. 
• PROBING such as nmap, portsweep, etc. 
Mining algorithms can lead to better results if data under 
analysis have been normalized [20]. 
Detection of attack can be measured by following metrics: 
• False positive (FP): Or false alarm, Corresponds to the 

number of detected attacks but it is in fact normal. 
• False negative (FN): Corresponds to the number of 

detected normal instances but it is actually attack, in 
other words these attacks are the target of intrusion 
detection systems. 

• True positive (TP): Corresponds to the number of 
detected attacks and it is in fact attack. 

• True negative (TN): Corresponds to the number of 
detected normal instances and it is actually normal. 

The accuracy of an intrusion detection system is measured 
regarding to detection rate and false alarm rate. In this 
work, we use 1999 KDD cup Dataset which consist of 
(3500 records). Table 1 given below shows the percentage 
of the data. Then, 15% of the data is extracted by sampling. 
70% of this new set belonged to training set, and 40% 
dedicated to test data. 

Table 1 percentage of data 
Attack 
Name 

Quantity 
(Anomaly) 

Percentage 
( anomaly) 

Normal 2,872 82.05 
Dos 378 10.80 
U2r 46 1.31 

Probe 144 4.11 
R2l 60 1.71 

A. Detection rate comparison 

Detection rate refers to the percentage of detected attacks 
among all attack data, and is defined as follows: 

Detection rate = or  

The results of detection rate for different types of attacks 
are shown in Table 2. As statistical results indicate, the 
average detection rate for NBC (Naïve Bayes Classifier), 
C4.5 and Proposed algorithm are 81.35, 91.52 and 97.45 
respectively. Furthermore, the detection rate for proposed 
algorithm is better than NBC and C4.5. For each attack, 
the proposed algorithm is also better than NBC except R2L 
attack. It seems it is because of the limited amount of R2L 
attacks in our data sample. 

Table 2 detection rate comparision of different attacks through c4.5 ,nbc 
and proposed algorithm 

 
 

 

Fig. 3 Comparison of proposed algorithm with Naive Bayes Classifier 

 

Fig. 4 Comparison of proposed algorithm with C4.5 

Prepare Your Paper Before Styling 
Before you begin to format your paper, first write and save 
the content as a separate text file. Keep your text and 
graphic files separate until after the text has been formatted  
 

B. False alarm rate comparison 

Table 3 Comparison of The Result for NBC, C4.5 and Proposed 
Algorithm 
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False alarm rate refers to the percentage of normal data 
which is wrongly recognized as an attack, and is defined as 
follows: 

False alarm rate =  
The false positive rate in our experiment is 3.38 for NBC, 
1.56 for C4.5 and 0.47 for Proposed Algorithm. As the 
results show, proposed algorithm also performs better in 
false positive rate than NBC and C4.5. 

6. Conclusion 

If we are using the network then detecting attack is an 
important need in network systems, in this paper we used  
data mining techniques namely C4.5 and NBC and RF 
detect anomaly in the network. Experiment results show, 
proposed algorithm has better results than NBC and C45 in 
both detection and false alarm rate in our data set. 
There are some challenges faced by the IDS. Like other 
supervised learning algorithms, the new type of attack 
cannot be easily discovered by these IDS. If new attack is 
found in the testing data it is detected as a normal data 
however, users’ behaviors change from time to time. The 
static training data might become outdated and deficient 
for prediction as time goes by. Thus, it suggests a periodic 
update to the training sets and profiles. This process could 
be done o ff-line without affecting the on- line detection 
system. The accuracy of classification is not 100 percent. 
Many times normal processes get declared as malicious. 
To improve the usability of the IDS, the future work can be 
done as follows: the algorithm that has features of 
supervised and unsupervised technique will be 
developed.by using a supervised technique known type of 
attacks will be discovered and by using unsupervised 
technique unknown type or new type attacks will be 
detected. For dimensionality reduction a hybridized 
Rough-PCA Approach of Attribute Reduction will be used 
so high dimensionality of the data set is reduced to lower 
dimension with most relevant attribute set. 
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