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Summary 
In this paper, the architectures of distributed systems are 
investigated. Three of the most important and most efficient 
architectures are compared and their problems will be expressed. 
Each of these architectures is unable and ineffective to answer 
the considered deficiencies for distributed systems. It is 
necessary to have architecture that responses deficiencies and 
problems. 
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1. Introduction 

Customers’ requirements control the creation and 
deployment of software. Customers demand more and 
better functionality, they want it tailored to their needs, and 
they want it “yesterday.” Very often, large shops prefer to 
develop their own in-house add-ons, or tweak and replace 
existing functions. Nobody wants to reinvent the wheel, 
but rather to integrate and build on existing work, by 
writing only the specialized code that differentiates them 
from their competitors. Newer enterprise-class application 
suites consist of smaller stand-alone products that must be 
integrated to produce the expected higher-level functions 
and, at the same time, offer a consistent user experience. 
The ability to respond quickly to rapid changes in 
requirements, upgradeability, and support for integrating 
other vendors’ components at any time all create an 
additional push for flexible and extensible applications[9]. 
Down in the trenches, developers must deal with complex 
infrastructures, tools and code. The last thing they need is 
to apply more duct tape to an already complex code base, 
so that marketing can sell the product with a straight face. 
Software Architecture [26,2,25] describes the high-level 
structure of a system in terms of components and 
component interactions. In design, architecture is widely 
recognized as the provider of a beneficial separation of 
concerns between the gross system behavior of interacting 
components and that of its constituent components. 
Similarly this separation is also beneficial when 
considering deployed systems and evolution as it allows us 

to focus on change at the component level rather than on 
some finer grain.  
For instance, previous work described some of the issues 
involved in specifying a limited form of dynamic software 
structure for distributed systems in which the set of 
components and their interaction change as execution 
progresses and the system evolves [23]. A change in the 
software architecture could occur either as the result of 
some computation performed by the system or as a result 
of some external management action such as insertion of a 
new component and change of those connections within 
the system to accommodate the new component. 
Management actions are performed by a configuration 
manager [24] which maintains an overall view of the 
structure of a system in terms of components and their 
interconnections and performs changes in the context of 
that view. In essence, the configuration manager is 
responsible for ensuring that an executing system conforms 
precisely to its architectural specification. This approach 
can however be too restrictive for current dynamic, open 
systems. 

2. Software architecture 

Architecture is the fundamental organization of a system 
consisting of components that each of which is associated 
with each other and with the system and the principles 
governing its design and evolution. Software architecture 
is in fact the selection of a general structure for 
implementing a software project based on a set of user 
requirements and business of software systems in order to 
be able to implement the intended applications and also to 
optimize and accelerate the quality of software, its 
production and maintenance. Nowadays due to the 
development of distributed systems that are constantly 
changing, the need for a flexible architecture can be felt 
more than ever [10,11]. 
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Fig. 1 Architecture: place in system development cycle [10,11]. 

3. Distributed systems 

A distributed system is essentially a computer system 
where components of the system are held on physically 
separated, autonomous computers. These machines 
communicate through the use of a computer network, 
either a fixed or, in the case of mobile applications, a 
wireless network. The distributed systems appear to users 
as a single, integrated computing facility [2,6]. 
In recent years, distributed systems have become 
increasingly popular and important in modern computing. 
They provide opportunities for increasing the reliability, 
availability and performance of applications. However, 
perhaps the most important feature of a distributed system 
is that it allows the integration of existing systems. 
Companies do not wish to rewrite large numbers of legacy 
applications and a distributed system allows these 
applications to be integrated in a relatively straightforward 
manner [3,1]. 
A distributed system may comprise components written in 
a number of different programming languages, running on 
different operating systems on a variety of computer 
architectures. 
In many cases, a distributed system may be cheaper than a 
single, centralized system. A large number of small, low-
power systems may prove cheaper to purchase than a 
single mainframe or supercomputer. This is the approach 
employed in Beowulf clusters, which allow a collection of 
computers to act as a single large computer [7,8]. 
There are obviously many significant disadvantages to 
distributed systems. They are much more complicated to 
design, build and maintain than an equivalent centralized 
system. There are a large number of possible failures that 
could occur in a distributed system, far more than would be 
found in a centralized system. Because of this, a 
distributed system will have multiple points of failure, 
increasing the likelihood of the system not functioning 
correctly. Communication over a network will always be 

far slower and less reliable than communication over a 
local bus, which has a significant effect on the performance 
of a distributed system [4, 5]. 
• Distributed systems architectures  

• Client--server architectures  
• Distributed services which are called on by 

clients. Servers that provide services are 
treated differently from clients that use 
services. 

• Distributed object architectures 
• No distinction between clients and servers. 

Any object on the system may provide and 
use services from other objects [14,24]. 

4. Architectures for development of Software 
distributed 

4.1 Docker 

Docker is an open platform for developing, shipping, and 
running applications. Docker is designed to deliver your 
applications faster. With Docker you can separate your 
applications from your infrastructure and treat your 
infrastructure like a managed application. Docker helps 
you ship code faster, test faster, deploy faster, and shorten 
the cycle between writing code and running code [16,20]. 
Docker does this by combining a lightweight container 
virtualization platform with workflows and tooling that 
help you manage and deploy your applications. At its core, 
Docker provides a way to run almost any application 
securely isolated in a container. The isolation and security 
allow you to run many containers simultaneously on your 
host. The lightweight nature of containers, which run 
without the extra load of a hypervisor, means you can get 
more out of your hardware. Surrounding the container 
virtualization are tooling and a platform which can help 
you in several ways: 

A. getting your applications (and supporting 
components) into Docker containers 

B. distributing and shipping those containers to your 
teams for further development and testing 

C. Deploying those applications to your production 
environment, whether it is in a local data center or 
the Cloud. 

Docker is perfect for helping you with the development 
lifecycle. Docker allows your developers to develop on 
local containers that contain your applications and services. 
It can then integrate into a continuous integration and 
deployment workflow.For example, your developers write 
code locally and share their development stack via Docker 
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with their colleagues. When they are ready, they push their 
code and the stack they are developing onto a test 
environment and execute any required tests. From the 
testing environment, you can then push the Docker images 
into production and deploy your code [17,21]. 

4.1.1 Deploying and scaling more easily 

Docker’s container-based platform allows for highly 
portable workloads. Docker containers can run on a 
developer’s local host, on physical or virtual machines in a 
data center, or in the Cloud. 
Docker’s portability and lightweight nature also make 
dynamically managing workloads easy. You can use 
Docker to quickly scale up or tear down applications and 
services. Docker’s speed means that scaling can be near 
real time [18,21]. 

4.1.2 Achieving higher density and running more 
workloads 

Docker is lightweight and fast. It provides a viable, cost-
effective alternative to hypervisor-based virtual machines. 
This is especially useful in high density environments: for 
example, building your own Cloud or Platform-as-a-
Service. But it is also useful for small and medium 
deployments where you want to get more out of the 
resources you have. 
Docker uses client-server architecture. The 
Docker client talks to the Docker daemon, which does the 
heavy lifting of building, running and distributing your 
Docker containers. Both the Docker client and the 
daemon can run on the same system, or you can connect a 
Docker client to a remote Docker daemon. The Docker 
client and daemon communicate via sockets or through a 
RESTful API [19,20]. 

Fig. 2 Docker Architecture [16,20]. 

 

Fig. 3 structure of Docker [16,20]. 

The Docker daemon 

As shown in the diagram above, the Docker daemon runs 
on a host machine. The user does not directly interact with 
the daemon, but instead through the Docker client. 

The Docker client 

The Docker client, in the form of the docker binary, is the 
primary user interface to Docker. It accepts commands 
from the user and communicates back and forth with a 
Docker daemon [20,22]. 

Inside Docker 

To understand Docker’s internals, you need to know about 
three components: 

• Docker images 

A Docker image is a read-only template. For example, an 
image could contain an Ubuntu operating system with 
Apache and your web application installed. Images are 
used to create Docker containers. Docker provides a 
simple way to build new images or update existing images, 
or you can download Docker images that other people 
have already created. Docker images are 
the build component of Docker [20,22]. 

• Docker registries 

Docker registries hold images. These are public or private 
stores from which you upload or download images. The 
public Docker registry is provided with the Docker Hub. It 
serves a huge collection of existing images for your use. 
These can be images you create yourself or you can use 
images that others have previously created. Docker 
registries are the distribution component of Docker [20,22]. 

• Docker containers 

Docker containers are similar to a directory. A Docker 
container holds everything that is needed for an application 
to run. Each container is created from a Docker image. 
Docker containers can be run, started, stopped, moved, and 
deleted. Each container is an isolated and secure 
application platform. Docker containers are 
the run component of Docker [20,22]. 

 

Fig. 4 Docker components structure [16,20]. 

http://hub.docker.com/
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4.2 The proposed model CPDC Architecture 

This architecture made of combining Data- centric 
architecture, plug-in architecture and component 
architecture so that in this architecture all components are 
connected to the data center but the components must 
appear with two hands (it is getting from plug-in 
architecture with this innovation that both hands SERVICE 
INTERFACE and Plug in interface added to every 
component. It means components have two hands instead 
of one hand). So in addition to connection they can transfer 
services and data.By using SOC discuss we concluded that 
every component must maintain its own data and just 
Common data such as Authentication and etc. will be kept 
in Data- Centric. We called the proposed architecture, 
CPDC Architecture which contains bellow parts: 

 Data center: Information in the data center, 
public data, such as user categories, 
authentication and organizational chart of the 

organization need to be placed in the center 
[13,15]. 

 Service interface: An interface to transfer 
services from one component to another 
component. 

 Plug in interface: Certain protocol for 
connecting components. 

 Service: Services and operations that are 
performed on the data in each module. 

 Plug in manager: management, control and 
configure of plugin will done. 

 Specific data: Data that is for a special system 
and there is no need to exist in other systems. 

 Host component: The various modules which are 
available in the organization [10,11,12]. 

 ESB: this part cause strengthened and better 
performance processes between components. 
 
 

 

Fig. 5 Proposed model, CPDC Architecture. 

 

5. Measurement and analysis of 
the architecture criteria 

5.1 Layout of components: 
Components, as the 
original block and computational entities participating in 
the construction of system through internal 

computation and external communication do 
their choruses. Every component communicates with 
environment by one or more port. A user interface can 
be a common 
variable; the name of a procedure which calls from 
other component; it is a set of events that can occur as 
a component and other mechanisms. Properties of 
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a component, specifies data for analysis 
and software implementation. 

5.2 Create 
Configuration is a connected graph which is 
sometimes referred to as the topology 
composed of components and connectors and describes 
the structure of architecture.  

5.3 Connection 
When connector makes a connection between 
two components, component defines an interface. And 
every component can have several interfaces. An interface 
is concerned to just one component and every interface of 
one component can connect to several interfaces in other 
components. For example in Bus-Oriented architecture the 
interface of every component is connected to the bus 
connector and so it will be connected to several interface 
in other components. Attributes can 
also be indicated by some of the features, such 
as communication, buffering capacity and so on. 

5.4 development 
Development and promotion in computer systems will 
cause the development and software update. Therefore an 
important metric that can be considered in the selection 

of the architecture is extensible metric. The software 
architecture must be extensible. We evaluate it since this 
metric has a major role in architecture. 

5.5 The main advantage 
Each 
of software architecture has advantages compared to other 
architectures. The software architecture eliminates defects 
in other architectures 
and complements previous architectures. 

5.6 The main problem 
Although each of software architectures is trying to be the 
best and perfect, but, in spite of the development and 
expansion of information systems, they 
are still facing problems and in some cases, some 
complications. 
These criteria were chosen only for the problems and 
shortcomings of Distributed software development 
architectures and of course there are other factors and 
criteria that are not effective in this research. To see 
a full description and explanation of software metrics can 
be [M. Shaw and D. Garlan, 1996] presented [27]. 
 
6. Compare architectures 

 
Table 1. Compare architectures. 

CPDC  Docker 
Architecture 

 
Criterion 

Information in the data center, 
public data, such as user categories, 
authentication and organizational 
chart of the organization need to be 
placed in the center. 
every component must maintain its 
own data 
 

Docker is an open platform for developing, shipping, and 
running applications. Docker is designed to deliver your 
applications faster. With Docker you can separate your 
applications from your infrastructure and treat your 
infrastructure like a managed application. Docker helps you 
ship code faster, test faster, deploy faster, and shorten the 
cycle between writing code and running code. 
Docker does this by combining a lightweight container 
virtualization platform with workflows and tooling that help 
you manage and deploy your applications. 

Layout 

This architecture is based on 
component architecture and plugin 
architecture. 

It makes an image Of an application with all the 
configuration settings then you can quickly load and run it 
anywhere 

Creation 

Components have two hands (it is 
getting from plug-in architecture 
with this innovation that both hands 
SERVICE INTERFACE and Plug in 
interface added to every component). 
So in addition to connection they 
can transfer services and data. 

Docker is not depending to special issue and is usable in all 
systems. Main part of dacker is: 

• Docker images. 
• Docker registries. 
• Docker containers. 

Connection 
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Every system can add easily as a 
new component if include: 
Service interface 
Plug in interface 
Plug in manager 
Service 
Specific data 

It sets a an application include data base, data specification, 
image, with all the configuration settings on a box that all of 
the program can work to gather then you can quickly transfer 
and develop it anywhere Development 

This architecture made of combining 
Data- centric architecture, plug-in 
architecture and component 
architecture 

It is the infrastructure for using components. 
It is selected from component architecture and client/server. 

Elected or a 
combination 

of other 
architectures 

Easy extended, in a way that in 
addition to connection they can 
transfer services and data and 
implement comprehensive processes 
between the components. 

The advantages of doker: 
Software portability, separate the processes, Consumption of 
resources management, Requires fewer resources, easy use, it 
is Based on programmer, it solves many of problems of 
coding and specially dependencies. 

The main 
advantage 

Security issues and BAM has not 
been seen in this architecture. 

Program of different boxes cannot be available to each other 
files and processes between the components don’t implement 

The main 
problem 

7. Conclusion  

By comparing these two methods with parameters (layout, 
create, connect, development, main advantage, the main 
problem) we conclude that due to the lack of dependence 
on the docker architecture, system can be easily extended 
which it shown on fig.4, but this is not included the 
extendibility of processes between the components and 
docker does not have an answer for implementation of 
processes between the components but in CPDC structure 
is: 

In this architecture using standard protocols soap, an xml-
based messaging feature and WSDL document that 
describes the state of the service, is based on XML, the 
formal contract between the provider and the service 
consumer will be increase the integration of system, So 
that the ESB as a biztalk server and the data centric as 
active directory operate. 
So in this architecture with combining Data- centric 
architecture, plug-in architecture and component 
architecture and using SOAP and WSDL standards we can 
develop system and implement comprehensive processes 
between the components. Its External view is shown on 
fig.7.

Using with docker   



IJCSNS International Journal of Computer Science and Network Security, VOL.16 No.2, February 2016 

 

60 

 

 

Fig. 6 Relation of component in docker 
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Using with CPDC Architecture  

 
 

Fig. 7 doing comprehensive processes between the components 

 
Fig. 8 External view of comprehensive processes between the components 
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