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Abstract
Existing face recognition systems are based on 2D facial images and exhibit well-known deficiencies. Accordingly, the face recognition research is gradually shifting from classical 2D to sophisticated 3D or hybrid 2D/3D. 3D shape reconstruction from multiview photographs and video sequences (2D images) is an active area of research which can fully leverage the potential of existing 2D image acquisition systems. Currently the 3D reconstruction algorithms may be grouped in to four categories. These are Shape-from-X, 3D morphable model (3DMM), structure from motion (SFM) and Learning based. In this paper, we introduce, discuss and analyze the recent SFM methods, depth estimation based on genetic algorithm (SM), constrained independent component analysis (cICA) and Non-linear Least Squares Modeling (NLS). We begin by introducing similarity transform, which forms the basis of SFM reconstruction techniques described here. This is followed by a review and comparison of the three methods. The characteristics of the three SFM methods are summarized in a table that should facilitate further research on this topic.
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1. Introduction
In multimedia and surveillance applications, the acquisition of human face is from multiview photographs & video sequences where the data is 2D image frames. The face recognition and retrieval accuracy on this data is reduced. The key factors that reduce the accuracy of 2D face recognition algorithms are view point, expression, illumination and available small face region in a given frame when the person is not close to the camera. To overcome the above shortcomings, 3D face models are adopted where by the 3D face models are invariant to changes in view point, background cluster, illumination and occlusions [1-5]. With the superior performance of 3D models they are gaining importance in the field of security, 3D Virtual worlds, games, 3D simulation, educational software, research in psychology and graphics. K.W. Bowyer et al. presented a comprehensive review in [6] for 3D and multimodal 3D+2D face recognition. Presently there are two main streams of reconstructing the 3D face models, one approach is to use 3D depth sensing cameras and the other is reconstructing the 3D face model from 2D images. The high cost of the 3D depth sensing cameras limit their deployment in multimedia and surveillance applications. The alternative is to develop algorithms to reconstruct the 3D face model from 2D images and is an active area of research. The reconstruction accuracy depends on the quality of the 2D image frame, due to the trade of between quality and other parameters, like acquisition speed & storage, the quality of the image frame is compromised. Therefore, when we reconstruct a 3D face model incorporating the available prior information the reconstruction accuracy of the algorithm can greatly alleviate the capabilities of existing 2D or 3D face recognition and can be a valuable tool that can be used in various multimedia and surveillance applications.

The goal of the reconstruction algorithm is to derive the 3D shape information of the face from N-2D images (N ≥ 2), one frontal view and others non-frontal view. The recovered shape can be expressed in depth Z(x, y), surface normal (nx, ny, nz), surface gradient (p, q), and surface slant, φ, and tilt, θ. The depth can be perceived either as relative distance from camera to surface points, or the relative surface height above the x-y plane. During the past decade many algorithms have been developed, representative 3D shape reconstruction algorithms can be grouped into four categories, i) Shape-from-X [7-9], [27], ii) 3D morphable model [10-12], iii) structure from motion [16-21] and iv) learning [13-15].

i. Shape-from-X - algorithms extract the shape information, with an assumption of the image formation models like Lambertian model, specular model, and hybrid model. The solution of the shape extraction problem formulated with the aforesaid models is yet not simple, as the real image formation model is more complex in nature. To deal with this, additional constraints like, brightness constraint [22], smoothness constraint [23], intensity gradient constraint [24], integrability constraint and unit normal constraint are considered in sequence. The reconstructed shape with these constraints on a considered model exhibit a large variation with the ground truth, like, the nose will be imploded, and cheeks get exaggerated. To cope with this variation
in reconstructed shape, extension algorithms use time consuming parameter search algorithms. In any case finding a unique solution or convergence to shape-from-x, is still a difficult problem [25].

ii. **3D-Morphable-Model (3DMM)** - algorithms perform well in reconstructing the 3D shape. There are three crucial steps in reconstructing the 3D shape from a set of 3D laser-scanned heads. The first step is to align a training set of facial shapes and corresponding textures. Second step is to build the linear subspaces of 3D shapes and textures vectors, and finally in third 3D shape is reconstructed invariant to pose and illumination. A trained 3DMM represents a realistic human face as a convex combination of the linear subspace vectors built from the shape and texture. However, the reconstruction performance is achieved at the cost of the time-consuming alignment and fitting procedures [10], [11], [26].

iii. **Learning** – based algorithms exploit the common information shared by the 2D image subspaces and 3D shape to recover the 3-D shape [15]. Thus the algorithms in this category require a coupled training set comprising of 2D and corresponding 3D faces. However, the reconstruction performance is affected by the illumination variation as these algorithms assume that the 2D and 3D faces are embedded in the corresponding linear subspaces [28], [29].

iv. **Structure from motion (SFM)** - algorithms recover the shape and motion parameters of 3D face from a 2D image sequence. 2D image are formed by projections from the 3D world. Structure from motion recovers the original 3D information by inverting the effect of the projection process. Two well-known projection models are perspective model and the orthographic model. Ullman [29] proved that four point correspondences over three views yield a unique solution to motion and structure. It is impossible to determine the motion and structure uniquely from two orthographic views no matter how many point correspondences one may have. Huang and Lee [30] and Hu and Ahuja [31] presented a linear algorithm to obtain the 3D motion and structure parameters. Shapiro et al. [32] considered the affine epipolar line properties and solved the affine epipolar line equation, and then determined all the unknown camera motion parameters. In [16] under orthographic projection, it is proved that observation matrix with rank-3 can be factorized into a shape matrix and a motion matrix using the singular value decomposition (SVD) technique. Xirouhakis and Delopouls [33] extracted the motion and shape parameters of a rigid 3D object by computing the rotation matrices via the eigenvalues and eigenvectors of appropriate defined 2x2 matrices, where the eigenvalues are the expression of four motion vectors in two successive transitions. In [19], a Gaussian prior is assumed for the shape coefficients, and the optimization is solved using the expectation – maximization (EM) algorithm. In [20], a kind of novel object independent shape basis-trajectory basis produced by the discrete cosine transform (DCT) was introduced to reduce the number of unknowns and to increase the stability of the estimation.

Among structure from motion methods, the spatial transformation approach is one important branch. Specifically, in [21] a similarity–transform [36] based 3D facial shape reconstruction algorithm is proposed to estimate the 3D structure of a human face, from a group of face images under different poses. The algorithm formulates a model and the parameter search is performed using time consuming genetic algorithm. In [34], a novel algorithm is proposed considering  the observed 2D images as mixture signals and the depth information is recovered from a blind source perspective. In [35], a computationally efficient NLS-Model is presented based on the nonlinear least squares modeling of the similarity transform utilizing the prior available information. The beauty of the spatial transformation model is that they are sparse in nature, as they extract the depth information of only important features, and these models require, far smaller storage requirement than other techniques. These models find useful application in real-time applications.

This paper is about the comparison of 3D reconstruction performance analysis of the structure-from-motion algorithms based on the spatial transformation approach. We begin by introducing the similarity transform [36] which forms the foundation of all three of the reconstruction techniques described here. We have reviewed the recent depth estimation (shape reconstruction) algorithms Similarity Measure (SM) [21], Constrained Independent Component Analysis (cICA) [34] and Non-Linear Least Squares Modelling (NLS) [35] which fall into the category of SFM algorithms and compared them in terms of correlation coefficients of estimated and true depth values (mean and standard deviation), and timing (training time) in order to analyze the advantages and disadvantages of these approaches. A fair comparison for the reconstruction performance can be made as the database used in these techniques for experimentation is Bosphorus 3D database, which provides the ground truth values for depth except [21]. For the SM algorithm performance can be analyzed based on face recognition results.
2. Similarity Transform

A. Similarity Transform 2D

The 2D similarity transform measures the similarity and affine distance between two images or point sets P and Q and is defined in Eq (1).

\[
D_{\text{min}}^2 = \min_{s, R_{2 \times 2}} \| Q - s R_{2 \times 2} P \|^2
\]

Where s is a scalar and R is a 2x2 rotation matrix

\[
R = \begin{pmatrix}
\cos(\mu) & \sin(\mu) \\
-\sin(\mu) & \cos(\mu)
\end{pmatrix}
\]

Differentiating the equation (1) with respect to \( \mu \) and s, and equating partial derivatives to zero, we get

\[
s = \frac{\sqrt{tr^2[P'(Q)'] + tr^2[P'(Q)']}}{tr[P'(Q)']}
\]

\[
\tan \mu = \frac{r_1[P'(Q)']}{tr[P'(Q)']}
\]

B. 3D Similarity Transform

3D Similarity transform gives the 3D to 2D transformation via given rotation matrix and scale. Under orthographic projection 3D face model is projected to the corresponding 2D face based on similarity transform 3D and is given below:

\[
p_i = s_i * R_{12 \times 3} * C + T_i
\]

for \( i = 1,2,3,4,5...N \)

where N is the number of non-frontal-view face images, \( s_i \), \( T_i \) and \( R_i \) denote the scaling factor, the translation Matrix and the rotation matrix between the frontal view image and the \( i^{th} \) non-frontal-view face image, respectively. \( R_i \) can be specified as three successive rotations around the x-, y-, and z-axes, by angles \( \phi_i \), \( \Psi_i \), and \( \theta_i \), respectively, and can be written as the product of these three rotations as follows:

\[
R_i = \begin{pmatrix}
\cos(\phi_i) & \sin(\phi_i) & 0 \\
-\sin(\phi_i) & \cos(\phi_i) & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\cos(\Psi_i) & 0 & -\sin(\Psi_i) \\
0 & 1 & 0 \\
\sin(\Psi_i) & 0 & \cos(\Psi_i)
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos(\theta_i) & \sin(\theta_i) \\
0 & -\sin(\theta_i) & \cos(\theta_i)
\end{pmatrix}
\]

\[
R_{12 \times 3} \text{ contains the first two rows of the 3x3 rotation matrix } R_i.
\]

Let \( n \) be the number of feature points in a face image. The matrix \( C = [X_C, Y_C, Z_C]^T \) is a 3 x n matrix, which represents the 3D coordinates in the adapted face model. \( X_C, Y_C \) and \( Z_C \) are three nx1 matrices, which are the x-, y-, z-co-ordinates, respectively, of the feature points in the adapted face model. \( X_C \) and \( Y_C \) are measured from the image being adapted. Marked features of sample image

form Bosphorus Database is shown in Fig.1, while \( Z_C \) is initially set at the default depth values of the CANDIDE 3D model with a particular scale according to the size of the face image.

The CANDIDE 3D face model is a parameterized face mask specifically developed for the model -based coding of human faces [39]. During the past several decades, candied has been a popular face model used in different face-related applications, because of its simplicity and public availability [21, 40]. The third version of the CANDIDE model, called CANDIDE-3, is composed of 113 vertices and 168 triangular surfaces, as shown in Fig.2. Each vertex is represented by its 3-D coordinates.

\[\text{pi} \text{ is a 2 x n matrix which represents the 2D coordinates of the feature points in the } i^{th} \text{ non-frontal-view face images. Also, the first row and the second row of pi represent the x- and y- co-ordinates, respectively.}\]

Fig.1 Positions of the 22 features marked on the Face.

Fig.2 Candide-3D Model of Generic Human Face.

If the pose of the face model and the depths of the feature points fit the \( i^{th} \) non-frontal-view face images, the following equation will be a minimum:

\[
D_{\text{min}} = \min_{s_i, R_{12 \times 3}} \| p_i - s_i R_{12 \times 3} C - T_i \|^2
\]
3. Selected Structure from Motion Algorithms

C. Depth Estimation Based on Genetic Algorithm (SM)

In this algorithm three or more face images of the same subject are used to construct a 3D face model. One of them is a frontal view, while the other images are under limited arbitrary poses. To recover the 3D face structure, the 2D frontal-view face image is adapted to the candidate model. Then, the pose and the feature-point depths of the candidate model are adjusted to fit the poses of the respective 2D non-frontal-view face images in such a way that the feature-point distance between the projected 3D model and the 2D face images under different poses is minimized under the similarity transform.

In this algorithm all the point sets (marked n features as shown in Fig.1) to be compared are translated to their respective centroids so that the centroids become the origin of the coordinate system, and their first moments are zero. Let \( M = [X_M, Y_M, Z_M] \) be a 3xn matrix which represents the centered model point set. Similarly, suppose that \( q_i \) denote a 2xn matrix which represents the centered model point set. In other words, \( q_i \) and \( M \) are the respective centroids so that the centroids become the origin of the coordinate system, and their first moments are zero. Let \( M = [X_M, Y_M, Z_M] \) be a 3xn matrix which represents the centered model point set. Similarly, suppose that \( q_i \) denote a 2xn matrix which represents the centered point sets of the ith image.

To accomplish the goal of optimal alignment i.e, finding the best pose minimizing eq (5) is a computationally intensive task. The authors of SM algorithm employed Genetic Algorithm to evolve the solution from large searching space. The evolution of the solution vector by the GA depends on how efficiently the chromosome is defined and on the genetic operator’s parameters.

1. Chromosome

The chromosome designed for the GA should be able to represent the solution effectively, and its length should be as short as possible. The number of elements in the chromosome is 3N. The chromosome structure is shown below.

| \( \Theta_1 \) | \( \Psi_1 \) | \( \Phi_1 \) | \( \Theta_2 \) | \( \Psi_2 \) | \( \Phi_2 \) | ... | \( \Theta_N \) | \( \Psi_N \) | \( \Phi_N \) |

2. The genetic operators.

The genetic operators are selection, crossover, and mutation. These operations are performed to search the optimal poses of the face images and the optimal depths of the face model. Rank selection method is used to select two chromosomes to perform crossover and/or mutation. After selecting two chromosomes, two crossover points are randomly selected. The values between these two crossover points in the two chromosomes are exchanged to form a pair of new offspring.

Mutation is intended to prevent all the solutions in a population falling into a local minimum by exploiting new candidates randomly. The N elements in each chromosome are randomly selected and replace by N randomly generated numbers, where N is the number of non-frontal face images. After estimating the pose values the z-coordinates in M are calculated by applying partial differentiation to eq. (5) and N different z-coordinates are obtained using the equation below:

\[
Z_i^y = \frac{\sum_{i=1}^{n} s_i^2 r_1^2 + s_i^2 r_2^2 + M_{xy}}{\sum_{i=1}^{n} s_i^2 - r_1^2 r_2^2}
\]

To the best of our knowledge SM algorithm is the first published structure from motion depth estimation algorithm based on Similarity Measurement. The SM algorithm does not require any prior knowledge of camera calibration, and has no limitation on the possible poses or the scale of the face images. In addition the method has been verified that it can be extended to face recognition to alleviate the effect of pose variations. It is reported that the maximum runtime required to generate a face model is about 50 Sec. with a Pentium IV computer system with 2.3 GHz and 512 MB RAM. Unfortunately, the genetic algorithm (GA) used to estimate the depth usually encounters a heavy computational burden. Moreover, how to design a reasonable chromosome, how to make a feasible gene operation scheme, and how to adjust the parameters remain difficult problems.

D. Depth estimation based on Constrained ICA Model (cICA)

3D depth estimation algorithm based on Constrained Independent Component Analysis, introduced Sun, Zhanli, and Kin-Man Lam is an efficient 3D structure estimation algorithm from 2D images. The algorithm is formulated from 2D feature points marked manually/automatic. Denote \( \{ (q_{x_i}, q_{y_i}) \}_{i=1}^{n} \) as n feature points of a non-frontal-view 2-D face image and \( (M_{x_i}, M_{y_i}, M_{z_i}) \) represent the i th feature point of a frontal-view 3-D face model M. The rotation matrix R for q is given by Eq. (3). Then the rotation and translation process for mapping the frontal-view face image to the non-frontal-view face image is given by:

\[
\begin{pmatrix}
q_{x_{i}} \\
q_{y_{i}}
\end{pmatrix} = k \begin{pmatrix}
 r_{11} & r_{12} & r_{13} \\
 r_{21} & r_{22} & r_{23}
\end{pmatrix} \begin{pmatrix}
 M_{x_{i}} \\
 M_{y_{i}} \\
 M_{z_{i}}
\end{pmatrix} + \begin{pmatrix}
t_x \\
t_y \\
t_z
\end{pmatrix}
\]
Where k is the scale factor and \((t_x, t_y)\) are the translation along x and y axes respectively. The matrix form of (7) can be written as follows:

\[
q = kR_{2x3}M + t
\]  

where \(q\) is a 2xp matrix such that each column represents the \((x, y)\) co-ordinates \((q_{x}, q_{y})^T\) of one feature point, \(M\) is a matrix such that each column represents \((x, y, z)\) the co-ordinates \((M_x, M_y, M_z)^T\) of one feature point, and \(t\) is a 2xp matrix such that all columns are \((t_x, t_y)^T\).

In terms of the shape-alignment approach [21], the translation term \(t\) can be eliminated if both \(q\) and \(M\) are centered at the origin. Then

\[
q = kR_{2x3}M
\]  

(9)

Denote

\[
A = kR_{2x3}
\]  

Equation (9) can be then be written as

\[
q = AM
\]  

(10)

It can be seen from (11) that \(A\) can be viewed as a mixing matrix and \(q\) as a mixture of \(M\). Assuming that the distributions of the variables \(M_x, M_y\) and \(M_z\) are non-Gaussian, the 3-D structure estimation problem can be viewed as a Blind Source Separation (BSS) problem. Under the linear mixture process BSS can be solved using Independent Component Analysis (ICA). The unknown source signals in \(M=[M_x, M_y, M_z]\) can be recovered via the ICA algorithm by maximizing the non-Gaussian distribution. There is only one unknown signal in \(M\) i.e., \(M_z\) the depth information. Therefore, we need only extract \(M_z\) by means of the corresponding available reference signal. Based on the above considerations, the authors used constrained Independent Component Analysis (cICA), to estimate the 3-D structure.

Denote \(y\) as the estimated signal of \(M_z\), then

\[
y = wq
\]  

(12)

where \(w\) is the unmixing matrix.

In the cICA algorithm, the negentropy \(J(y)\) is used as a contrast function, and the cICA is formulated as a constrained optimization problem as follows:

\[
\text{Min } J(y)
\]

s.t. \(g(y; w) \leq 0\) and \(h(y; w) = 0\).

Here the functions \(g(y, w)\) and \(h(y, w)\) represent the inequality and equality constraints, respectively. The inequality constraints are the closeness measurements of the estimated output and their corresponding references, and the equality constraints are adopted to eliminate the correlation relationship between any of the two different output components [37]. We can obtain the source signal \(y\) by optimizing the objective function (12). The optimization problem in (12) can be solved using Lagrange multipliers as follows:

\[
L(w, \mu, \lambda) = J(y) + g(y, w, \mu) + h(y, w, \lambda)
\]  

(13)

Where \(\mu\) and \(\lambda\) denote the Lagrange multipliers, and \(g(y, w, \mu)\) and \(h(y, w, \lambda)\) are the terms corresponding to the inequality and equality constraints respectively. In each iteration, the changing of the multipliers \(\mu\) and \(\lambda\) is given by

\[
\Delta \mu = \max \{-\mu, \eta g(y, w)\}
\]

and

\[
\Delta \lambda = \gamma h(y, w)
\]  

(14)

(15)

Where \(\eta\) and \(\gamma\) are the learning rates. In [37] the gradient of \(L\) with respect to \(w\) is given as follows:

\[
\Delta \mu = E\{J'(y)x\} + \mu Lg(y) + 4\lambda(E\{y^2\} - 1)E(yx^T)
\]  

(16)

Where \(g(y) = E\{y-r\}^2\), and \(Lg(y)\) is the derivative of \(g(y)\) with respect to \(w\). The Newton-like learning rule of \(w\) can be given by [37], [38].

\[
\Delta w = -\eta L\Delta w
\]  

(17)

The initial unmixing matrix is \(W_0 = q^T\). Where \(q^T\) is the Moore-Penrose generalized inverse of \(q\), \(r\) is the reference signal derived from the candied 3D model.

**E. Depth estimation based on Non linear least-squares Model**

Nonlinear least squares is the problem of finding a set of optimal values of the parameters \(x = (x_1, x_2, x_3, \ldots, x_k)\), which minimize the square sum of nonlinear functions \(f_i(x)\) \((i=1, \ldots, l)\)

\[
\min_{x} \|f(x)\|^2 = \min (f_1^2(x) + f_2^2(x) + \cdots + f_l^2(x))
\]

Where \(f(x)\) is a vector—valued function with component \(i\) of \(f(x)\) equals to \(f_i(x)\). The shape features, which are represented by the \((x, y)\) coordinates of the facial feature points, are used in the algorithm to estimate the corresponding depth values i.e., \(z\). Assume that \(n\) feature points \(\{(q_{xi}, q_{yi})\}_{i=1}^{n}\) are marked on the face images. \((M_{x1}, M_{x2}, M_{xn})\) represent the \(i^{th}\) feature point of a frontal-view 3D face model \(M\), and \((q_{xi}, q_{yi})\) the \(i^{th}\) feature point of a non-frontal view 2D face \(q\). the rotation matrix \(R\) for \(q\) is given in Eq. (3).

The distance between the feature points, \(q\), of the 2D face image concerned and the corresponding points, \(M\), of the 3D face model can be 3D similarity measurement and is given below:

\[
d = \|q - sR_{2x3}M\|^2_2
\]  

(18)

Where \(s\), is the scale parameter. Denoting the vector \(x=(\phi_1, \Psi, \Theta, 0, s, M_{x1}, \ldots, M_{xn})\) as the parameter vector, including both the pose parameters and the depth values of the feature points, the similarity measurement \((q-sR_{2x3}M)\) in Eq. (18) can be rewritten as a vector function, as follows:

\[
f(x) = (f_1(x), \ldots, f_n(x), f_{a+1}(x), \ldots, f_{2n}(x))^T
\]

The Parameter \(\phi, \Psi, \Theta, s\) and depth values \(M\) can be obtained by minimizing the distance \(d\)
\[
\min_{x} \| f(x) \| = \min \sum_{i=1}^{2n} f_{i}^{2}(x) \quad (19)
\]

Therefore, the pose and shape estimation problem is formulated as a NLS model.

The authors of NLS-model incorporated facial symmetry information, optimization regularization term based on linear correlation, efficient model integration method to alleviate the sensitivities arising due to different poses to improve the depth estimation accuracy, different from SM algorithm & cICA.

In the NLS-Model when more than one non-frontal view face image of a subject are available, then the dimension of the objective function and the parameter number in eq. (19) increases linearly with N. This is one of the drawbacks of NLS-Model. To alleviate this increase in dimensionality the authors proposed model integration with a small sacrifice in depth estimation accuracy.

4. Comparison of the three “Structure from Motion” methods

With reference to SM, cICA, and NLS, we note that the discussed structure from motion algorithms share the following similarities.

1. The discussed three methods are based on Similarity Transform, i.e., Orthographic Projection from 3D space to 2D.
2. The three methods require at least one frontal view and one non-frontal view, but do not permit arbitrary facial poses.
3. The three algorithms require 22 feature point indices and initial candidate depth values to initialize the 3D reconstruction algorithm.
4. Though different methods are used to estimate the 3D facial shape they are not robust to variation in pose of the sample selected.
5. Storage requirement of the discussed SFM methods is small compared to state-of-art Shape-from-x, 3DMM, Learning 3D shape reconstruction methods.
6. These methods can be used in offline face recognition with the constructed 3D face model of subject of interest.

5. Conclusion and Future Research

Although all the three reconstruction algorithms are based on similarity transform, the depth estimation procedures are different. To begin with SM algorithm employs Genetic Algorithm (GA) for estimating the depth values. Unfortunately, the GA encounters heavy computational burden and it requires many parameters fine tuning which is practically difficult. Different from SM algorithm, in cICA depth information of facial feature points are recovered assuming the orthographic projection as mixing process and the variables Mx, My, Mz as non-gaussian. In cICA Newton-like learning rule is used to estimate the depth values, which is also a time consuming procedure. Finally, in NLS-model, the objective function is minimized using non-linear least squares optimization. The computational complexity of this later method is superior to computationally burden GA & cICA. The authors of this method also provide quantitative analysis of reconstruction error accuracy. Table I. summarizes the qualitative differences between the three structure-from-motion methods. Comparison of the correlation coefficients of the estimated depth values and True depth values as given by the authors in their respective papers are tabulated in Table I. In general, the nonlinear least square modeling and optimization algorithm is fast and while the other two SM and cICA are time consuming and computationally burden.

Finally, yet importantly comparison of the SM, cICA, and NLS-Model is given in Table II. From the Table II it can be observed that all the methods are sample sensitive i.e., the depth estimation accuracy depends on the pose of the face image considered in the objective function, there is no formulated criterion for early stopping of optimization, other optimization regularization terms need to be identified and there should be quantitative analysis of the reconstruction accuracy. All these remain to be done in the future.

<table>
<thead>
<tr>
<th>Table I. Comparison of Mean and Standard Deviation of the Correlation Coefficients of discussed SFM Methods.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>SM</td>
</tr>
<tr>
<td>cICA</td>
</tr>
<tr>
<td>NLS1_R_MI</td>
</tr>
</tbody>
</table>
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Table 2. Comparison of Three Recent 3D Facial Shape Reconstruction Based on Structure from Motion.

<table>
<thead>
<tr>
<th></th>
<th>3D Face Reconstruction – Structure-From-Motion Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SM</td>
</tr>
<tr>
<td>Min. No. of Input Images N</td>
<td>N=2</td>
</tr>
<tr>
<td>Initializing</td>
<td>Facial Features</td>
</tr>
<tr>
<td></td>
<td>Initial Depths</td>
</tr>
<tr>
<td>Optimization</td>
<td>GA</td>
</tr>
<tr>
<td>Texture Recovery</td>
<td>No</td>
</tr>
<tr>
<td>Sample Sensitivity</td>
<td>Yes</td>
</tr>
<tr>
<td>Efficiency Training Time.</td>
<td>~ 50Sec.</td>
</tr>
<tr>
<td>Quantitative Analysis of Reconstruction Accuracy</td>
<td>No</td>
</tr>
<tr>
<td>Face Recognition</td>
<td>Based On Reconstructed 3D Model</td>
</tr>
</tbody>
</table>