
IJCSNS International Journal of Computer Science and Network Security, VOL.16 No.5, May 2016 

 

13 

Manuscript received May 5, 2016 
Manuscript revised May 20, 2016 

An Enhanced Adaptive Grey Verhulst Prediction Model for 
Network Security Situation  

Yu-Beng Leau† and  Selvakumar Manickam†† 
 

National Advanced IPv6 Centre (NAv6), Universiti Sains Malaysia, Penang, Malaysia 
 

Summary 
Situation prediction is an increasingly important focus in 
network security. The information of incoming security situation 
in the network is important and helps the network administrator 
to make good decisions before taking some defense remedies 
towards the attack exploitation. Although Grey Verhulst 
prediction model has demonstrated satisfactory results in other 
fields but some further investigations are still required to 
improve its performance in predicting incoming network security 
situation. In order to attain higher predictive accuracy of the 
existing Grey Verhulst prediction models, this paper tends to 
seek an enhancement of the adaptive Grey Verhulst security 
situation prediction model by forecasting the incoming residual 
based on the historical prediction residuals. The proposed model 
applied Kalman Filtering algorithm to predict the residual in the 
next time-frame and closer the deviation between the predicted 
and actual network security situation. Benchmark datasets such 
as DARPA 1999 and 2000 have been used to verify the accuracy 
of the proposed model. The results shown that the enhanced 
adaptive Grey Verhulst prediction model has better prediction 
capability in predicting incoming network security situation and 
also achieved a significant improvement compared to other Grey 
Verhulst prediction models. 
Key words: 
Network security situation prediction, Grey Verhulst, Kalman 
Filtering, Residual prediction  

1. Introduction 

In this globalization era, the Internet has become an 
important part of our lives offering convenient services 
and information sharing. The number of Internet users 
worldwide has mushroomed to reach 3.17 billion which is 
almost 40% of the world population in 2015 [1]. 
Unfortunately, the immense popularity of the Internet and 
prevalent use of online applications has made the Internet 
a breeding ground for malware and cyber criminals. The 
local area networks (LANs) are the building blocks of the 
Internet. LAN is crucial for computing operations within 
the boundaries of the organization. Since LAN is also 
connected to the Internet, it is vulnerable to infiltration and 
attacks from outside the organization. For instance, in 
Malaysia, the published incident statistics for year 2014 
indicate that 11918 cases were reported to Malaysia 
Computer Emergency Response Team (MyCERT) with 
different types of attacks such as denial of service, 

intrusion attempt, malicious codes, spamming and etc [2]. 
Besides that, in a security report published by Arbor 
Network in 2015, it revealed that Distributed Denial of 
Service (DDoS) attack was the most frequently observed 
threat in an enterprise with an average of 21 attacks in a 
month. The situation became worse when more than 33% 
of organizations had their intrusion prevention system 
devices experience failure during the attack [3]. 
Consequently, the organizations have to bear the big loss 
caused by the incident. As an information security 
breaches survey conducted by PricewaterhouseCoopers on 
United Kingdom (UK)’s businesses, it discovered that 
90% and 74% of large and small organizations 
respectively had a security breach in the year 2014 and it 
caused losses of £1.46 million - £3.14 million average in 
the year [4]. This phenomenon brings serious challenges 
and problems to network security.  
 Due to the rising number of threats, detection 
alone is no longer able to provide an organization a 
reliable network. Prevention before an incident occurs 
should be in place. As preventing an incident requires 
careful analysis and planning, network security 
communities are constantly on the alert to know the 
incoming security situation in their networks before any 
precautions could be taken. Figure 1 illustrates the 
network security landscape which consists of promising 
online applications, new emerging network threats, current 
alarming situation and main components in situational 
awareness. 

2. Grey Verhulst Prediction Model 

The Verhulst model was first introduced by a German 
biologist, Pierre Franois Verhulst in 1837 to describe the 
increasing process like S-curve which has a saturation 
region, namely the process increases slowly at initial stage, 
then speeds-up and finally grows slowly or stop growing 
[5]. Grey Verhulst model is superior in small samples. The 
Grey Verhulst  model can be defined as follows [6]: 
Step I: 
Suppose that the original raw data series  with  
samples is expressed as: 

 (1) 
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and 
; (2) 

Step II: 
A new series  is generated by applying Accumulating 
Generation Operation (AGO) 

,  (3) 
where  

 

 
(4) 

From the Equation (4), it is obvious that original series 
 can be easily recovered from  as 

 

 
(5) 

where . This operation is called Inverse 
Accumulated Generation Operation (IAGO).  
Step III: 
A series  is generated by applying the MEAN 
operation to . 

, (6) 
where   is the mean value of adjacent data such as  

 
 

(7) 

In order to predict the S type curve, the non-linear 
difference equation in Grey Verhulst model is defined as 
below. 

 (8) 
and its whitening equation is 

 
(9) 

in which  is defined as the development coefficient and  
is defined as the grey input. The parameter matrixes are 

 
(10) 

where  

 

 
 
(11) 

and 

 

 
 
(12) 

By calculating Equation (9), the solution of  at time 
 is 

 

 
(13) 

In the Equation (13), . It is assumed that 
the -dimension data sequence is selected to fit the model. 

When , the fitted model can be used to predict the 
future value as 

 (14) 
where  

 
are called Grey Verhulst fitted sequence, while 

 
are called Grey Verhulst predicted values. 
In Grey Verhulst model,  and  are the key parameters to 
guarantee the precision of the model. Their values can be 
obtained by applying least square method into the 
generation sequences  as Equation (7). This feature 
only allows the Grey Verhulst model to generate 
appropriate parameters in the small time interval and the 
AGO curve varies smoothly. 

  

Fig. 1 Network Security Landscape. 

The rest of this paper is structured as follows: the authors 
first explain the basic concepts of Grey Verhulst and 
Kalman Filtering. Then, the authors discuss about an 
adaptive Grey Verhulst prediction model in the following 
section. Next, the authors present a Kalman’s Residual 
prediction model as a complement to the adaptive Grey 
Verhulst prediction model and demonstrate the proposed 
model with benchmark datasets. In order to verify the 
performance of the model, the authors compare its 
predictive accuracy with other Grey Verhulst models in 
the aspects of Mean Absolute Percentage Error (MAPE) 
and Root Mean Square Deviation (RMSD). At the end of 
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this paper, the authors summarize the results with a 
conclusion.   

3. Kalman Filtering 

Kalman Filtering is a recursive solution published by R. E. 
Kalman in 1960 to handle the problems in discrete signal 
and linear filtering [7]. It is an optimal estimator which 
consists of a set of mathematical equations that can 
estimate efficiently the state of a process in order to 
minimize the mean of the squared error [8]. It infers the 
parameters of interest from indirect, inaccurate and 
uncertain observations. It has some significant features 
such as less parameters, simple calculation and convenient 
in real time processing [9]. Recently, the applications of 
Kalman Filtering are widely used especially in solving 
estimation problems [10]. It has been used in various 
fields such as weather forecasting [11, 12], stock market 
prediction [13, 14] , navigation [15, 16], tracking objects 
[15, 17] as well as network security situation prediction 
[9]. 
Basically, Kalman Filtering estimates a state by using a 
form of feedback control. It determines the optimal 
filtering gains through a complete description of the 
probability distribution of its estimation error [10]. As 
such, the equations in Kalman Filter fall into two groups: 
time update equations (predictor equations) and 
measurement update equations (corrector equations). The 
time update equations are responsible to obtain the priori 
estimates for next time interval by projecting forward the 
current state and error covariance estimates. Meanwhile, 
the measurement update equations handle the feedback 
which incorporate the new measurement into the priori 
estimates in order to get an improved posteriori estimate 
[8]. The complete operation in Kalman Filtering is 
illustrated in Figure 2.  
 

 

Fig. 2 A Complete Picture of the Operation in Kalman Filtering. 

where 
 Estimated state 
 State transition matrix 
 Control variables 
 Control matrix 
 State variance matrix 
 Process variance matrix 
 Measurement variables 
 Measurement matrix 
 Kalman gain 
 Measurement variance matrix 

 Next time period 
 Current time period 

 Intermediate steps 
In the equations, the n x n matrix F relates the state, x at 
time step t  to the state at step 1t +  in the absence of 
process noise, the n x l matrix B relates the control input to 
the state x and the matrix m x n matrix H relates the state 
to the measurement,  which is the actual measurement. 
The discrepancy between the predicted and actual 
measurements is called the residual and it can be 
calculated by finding the difference of them as 

. In order to find a posteriori state 
estimate, , a linear combination of a priori 
estimate and a weighted residual will be formed as 

). The weight in this case 
is a n x m matrix called Kalman gain,  which obtained 
from previous process. It is used to minimize the posteriori 
error covariance.  

4. Adaptive Grey Verhulst Prediction Model 

Generally, Grey Verhulst is designed to deal with 
indeterminate and incomplete system with their superiority 
in small sample. Nonetheless, it has problem in overshoots 
which caused by the non-monotonic time series data [18]. 
Furthermore, the generated sequence also make the 
prediction generate the advance or delay error which will 
depress the model precision [19]. Due to this, an adaptive 
Grey Verhulst model which adaptively determine the 
parameters in the prediction model was proposed in our 
previous paper [20]. The adaptive Grey Verhulst model is 
not only able to guarantee the precision in forecasting a 
stochastic time series such as a series of network security 
situation, but also able to handle multiple-peak situation 
variation which is inherent in network behavior [21].   
The current and historical network security situation 
assessment sequence, is used as input to predict the 
incoming network security situation. First, the sequence is 
fed into the model to generate a new sequence of 
accumulated data by applying the 1-Accumulated 
Generating Operation (1-AGO).   
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( ) ( ) ( ) ( ) ( ) ( ) ( ){ }1 1 1 11 ,? ,? ?X x x x n= ……  (15) 
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( ) ( ) ( ) ( ) ( ) ( )1 0 0

1
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Instead of using mean generation sequence as in Equation 
(7), the model generates a sequence of adaptive 
background value, (t) by considering the consecutive 
(before and after) neighbors of . 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }1 1 1 11 ,? ,? ?Z t z z z n= ……  (16) 

where 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 0 0 01 1 11 1 2 ,

6 6 2
z t x t x t x t x t= − + − − − +   

3,? ,?t n= …… . 
After that, the value of (t) is then substituted into the 
Equation (8) in Grey Verhulst model. The equation then is 
arranged into matrix form ˆY Ba=  with the parameter 
matrix as Equation (10). By using the Least Square 
Method, the values of a and b are obtained through the 
formulas below: 

2
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With the values of a and b, the predicted time response 
sequence of Grey Verhulst model, ( ) ( )1 1gx t +  as in 
Equation (13) is calculated. Finally, by applying Inverse 
Accumulating Generation Operation (IAGO), the 
predicted value of next network security situation, 

( ) ( )0 1gx t + is obtained.  
( ) ( ) ( ) ( ) ( ) ( )0 1 11 ? ?g g gx t x t x t+ = + −  (17) 

and 
( ) ( ) ( ) ( ) ( ) ( )0 1 01 ? ?gx x x= =  (18) 

 
where t =2, 3, ……,n..     

5. Proposed Kalman’s Residual Prediction 
Model 

In order to enhance the predictive accuracy with closer 
predicted value to the actual value in a particular time-
interval, a residual prediction algorithm by using Kalman 

Filtering method is proposed as an additional process in 
the adaptive Grey Verhulst model. The algorithm focuses 
on forecasting the next prediction deviation based on the 
previous prediction residual. The output, which is residual 
prediction value then will be combined with the 
preliminary network security situation prediction value 
which computed by using adaptive Grey Verhulst model 
to form a final prediction value for incoming network 
security situation. Figure 3 depicts the process flow of 
residual prediction in the adaptive Grey Verhulst model. 
 

 

Fig. 3 Process Flow of Residual Prediction. 

Firstly, a sequence of prediction error, E which represents 
the difference between the adaptive Grey Verhulst 
predicted value and actual network security situation value 
is built. The value of prediction error in each time interval, 
e can be obtained through Equation (19). 

   (19) 
where 
Actual value 

 (20) 
Adaptive Grey Verhulst predicted value  

 (21) 
 Prior to the process, some parameter values such as 
process noise, , measurement noise,  and initial 
estimation error covariance,  and initial residual,  
have to be set. The value of  is the deviation of real 
value,  and predicted adaptive grey Verhulst value, 

 during previous time-interval while the value of  
is based on the knowledge about the initial state. The more 
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meaningful variables to be initialized, the faster 
convergence will be achieved. In the experiment, the 
process noise,  has been set as because the 
proposed model is assumed reliable and is able to provide 
a good estimation of the true process. The measurement 
noise,  was set as low as 0.0001 because the value of 
measurement is directly taking from the deviation of 
previous prediction and actual values, thus it is almost free 
of any error from measurement. Meanwhile, the initial 
error of estimation,  was set as  =100. It is assumed 
to be a high variance due to lack of knowledge about the 
initial state. The value of residual,  was initialized 
as  as the previous residual is completely unknown 
in the early stage. 
 The process will be started from time update equations. 
To project the state, and error covariance,  
ahead, the equations (22) and (23) are used respectively. 
The model is assumed constant, therefore  for 
any . Control variables are not been used, so  
and .  

 (22) 
 (23) 

After completing the time update equations, the first task 
during the measurement update is to compute the Kalman 
gain,  as Equation (24). In this experiment, the 
measurement is same scale as state estimate,  , therefore  

.  
 (24) 

With the Kalman gain, the next step is to measure the 
process to obtain measurement variable,  and then to 
generate a posteriori state estimate,  . 

) (25) 
where 

 (26) 
the deviation from real value on previous network security 
situation prediction. The final step is to update the 
posteriori error variance estimate through Equation (27). 

 (27) 
The process is repeated with the previous posteriori state 
estimate to project the new priori estimates after 
completing each time and measurement update pair. 
 In order to acquire the final predicted value for 
incoming network security situation, the residual 
prediction value,    will be combined with 
preliminary network security situation prediction value, 

 which computed by using adaptive grey 
Verhulst model. Thus, the calculation of final predicted 
network security situation,  as Equation (28). 
Figure 4 presents the process flow for acquiring the final 
network security situation prediction. 

  (28) 
 

 

Fig. 4 Process Flow of Final Network Security Situation Prediction. 

6. Practical Results 

In this paper, benchmark datasets such as DARPA 1999 
and 2000 (LLS DDOS 1.0 and LLS DDOS 2.0.2) 
Intrusion Detection Evaluation Datasets have been used to 
assess the performance of prediction models and also do 
the comparisons with other grey prediction approaches. 
The datasets consist of various attacks and there had been 
categorized into five main classes namely, Probe, Denial 
of Service (DoS), Remote to Local (R2L) and User to 
Remote (U2R) and the Data attacks [22]. Literature have 
shown that these datasets had been widely used to evaluate 
the prediction model [23-28]. For DARPA 1999 Intrusion 
Detection Evaluation Dataset, the only data generated on 
April 6, 0800 to April 7, 0600 was used in the research 
because there were more attacks compared to other days 
and it was more dangerous to the network situation [29].  
 The datasets first had been divided into several time-
slots in minutes basis and evaluated by Entropy-based 
network security situation assessment model proposed by 
Beng and Selva [30]. Then, the values of situation 
assessment for each time slots have been used as input for 
the prediction models to forecast the next network security 
situation. Evaluation metrics such as Mean Absolute 
Percentage Error (MAPE), Root Mean Square Deviation 
(RMSD) and Relative Percentage Error (RPE) have been 
applied to measure the predictive accuracy of the models. 
Mean Absolute Percentage Error (MAPE) is a measure of 
accuracy of a method for constructing fitted time series 
values in statistics, specifically in trend estimation with 
treating all the errors with the same weight [20],while 
Root Mean Square Deviation (RMSD) measures the 
differences between predicted and actual value by 
penalizing variance with more weight to the errors [31]. 
Meanwhile, Relative Percentage Error (RPE) is a 
measurement of how large the error is in relation to the 
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correct value. It is a ratio of the absolute error of the 
measurement to the accepted measurement. 
 Table 1, 2 and 3 present the prediction results of 
traditional GM(1,1) model, traditional Grey Verhulst 
model, Adaptive Grey Verhulst (AGV) model and 
Adaptive Grey Verhulst-Kalman (AGVK) model for each 
datasets. The numerical results show that Adaptive Grey 
Verhulst-Kalman model has better prediction in all the 
datasets with the lowest MAPE and RMSD amongst other 
prediction models. The average MAPE and RMSD of 
AGVK model are 16.09% and 0.04 compared to AGV 
model which are 31.39% and 0.05 as well as 36.45% and 
0.06 for traditional Grey Verhulst model. It denotes that 
AGVK model can predict incoming network security 
situation with 83.91% predictive accuracy while AGV and 
traditional Grey Verhulst models are only able to achieve 
68.61% and 63.55% respectively. The results prove that 
Adaptive Grey Verhulst-Kalman prediction model is able 
to predict more accurately the incoming network security 
situation regardless of the datasets which symbolize the 
current security situation in a network. 

Table 1: Prediction Result for DARPA 1999 

 

Table 2: Prediction Result for DARPA 2000 – LLS DDOS 1.0 

 

Table 3: Prediction Result for DARPA 2000 – LLS DDOS 2.0.2 

 

7. Conclusion 

As a conclusion, this paper presents an enhanced adaptive 
Grey Verhulst network security situation prediction model 
with forecasting the residual based on the historical 
records. The authors have shown that the predictive 
accuracy of the Adaptive Grey Verhulst-Kalman 
prediction model was more promising with the 
improvement of 15.30% and 20.36% compared to 
traditional and adaptive Grey Verhulst prediction models 
correspondingly. Furthermore, the proposed model had 
also been proven that its capability to provide better 
incoming network security situation prediction in both 
single and multiple-peaks situation regardless to the time-
interval allocation. In the nutshell, the proposed model is 
well-suited as a complement to the network prevention 
system in the organizations to ensure their network 
situation is always in a healthy and safety mode.    
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