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Summary 
Attribute reduction (AR) represents a NP-hard problem, and it is 
be identified as the problematic issue of pinpointing the least 
(possible) subset of characteristics taken from the reference set. 
The key issue related to characteristics selectors is the production 
of a minimal number of reductions representing the reliable 
meaning of all characteristics. Nevertheless, there is no approach 
that can ensure optimality in the process of solving this issue. 
However, some methods are more efficient compared to other 
ones due to some characteristics of the algorithm. The research of 
this thesis aims at providing efficient ways that help us find the 
characteristics which are known as the most informative ones and 
the least possible features with least possible data loss. This has 
been done through the combination between wrapper approach 
and genetic programming algorithm, Wrapper Genetic 
Programming (WGP). Numerical experiment carried out on 10 
real word dataset from the University of California Irvine 
benchmark data sets (UCI) Repository of Machine Learning 
Databases has been used and presented in order to show  that 
WGP can give competitive solutions in an efficient manner 
compared to approaches available in the literature on this issue. 
Key words: 
Classification, attribute reduction, genetic programing algorithm, 
wrapper approach. 

1. Introduction 

Many researchers are focusing on the problem of finding a 
subset with minimal attributes from an original set of data 
in an information system [1, 2, 3, 4, 5] Locating such a 
subset is basically done by using the complete search 
approach, which locates all possible subsets to find the 
optimal subsets (i.e., those with a maximum rough set 
dependency degree). Obviously, a complete search 
approach is an impractical and complex solution to the 
problem and is only practical for simple data sets. For 
high-dimensional data sets, the heuristic search is much 
faster than the complete search, because it searches 
according to a particular path in order to find the minimal 
reduct [6].  
A number of attribute reduction approaches exists that can 
be broadly classified into three categories: the filter 
approach, In contrast, the wrapper approach requires one 
predetermined learning model and selects features with the 
wrapper approach, and the hybrid approach[7] The sole 
difference between these two approaches is that ,The filter 

approach relies on the characteristics of the learning data 
and selects a subset of features without involving any 
learning model [8, 9] the aim of improving the 
generalization performance of that particular learning 
model [9, 10, 11, 12] . 
An alternative way to determine a minimal reduct is to 
adapt meta-heuristic algorithms. Meta-heuristics can be 
classified into single based solutions methods or 
population based methods[13, 14]. Example for single 
based solution are: local search, tabu search[15], simulated 
annealing, threshold accepting, variable neighborhood 
search, iterated local search, guided local search, GRASP 
and so on. Example of population-based meta-heuristics 
such as evolutionary algorithms (genetic algorithms, 
evolution strategies, genetic 
programming[16],evolutionary programming, estimation 
of distribution algorithms, differential evolution, and co-
evolutionary algorithms), swarm intelligence-based 
methods (e.g., ant colonies, particle swarm optimization), 
scatter search, bee colony, artificial immune systems, and 
so on [17, 18]. 
Based on the above, the background give motivation for 
investigate in  attribute reduction field exactly in wrapper 
approach, That is the goal of this paper is to propose a 
combination between wrapper and population-based 
algorithm(genetic programming) that can find a minimal 
subset of attributes and able to deliver good results. 
The rest of the paper is organized as follows: Section 2 a 
general review various search algorithms that have been 
applied to solve the attribute reduction problem. And 
Section 3 describes the employment of wrapper approaches 
to solve the attribute reduction problem, Section 4 presents 
a discussion of the experimental results. Section 5 
concludes the work presented in this paper.  

2. Background and Literature 

The goal of attribute reduction methods is to reduce the 
number of attributes in a data set as much as possible, in 
order to reduce computational complexity while preserving 
minimal information loss. Attribute reduction is an 
important pre-processing step in many fields in data 
mining, because many application problems use data 
collected from real valued victors [19]. 
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Attribute reduction has many approaches that have been 
proposed by different authors who have investigated it 
from various angles. Many of those approaches are similar 
in content. Kira & Rendell  (1998)  idealized approach 
finds the minimal feature subset that still retains necessary 
and sufficient properties of the target concept [20]. 
Narendra & Fukunaga (1977) they involve selecting a 
subset of M features by classical method that satisfies an 
established criterion that defines the optimal feature set 
size from an original set with N features, where M<N [21]. 
Dash and Liu (1997) divide the range of attribute reduction 
definitions into four main categories, i.e., classical, 
idealized, improving prediction accuracy, and 
approximating original class distribution. In the 
approximating original class distribution method, the goal 
of attribute reduction is to select the smallest possible 
feature set that accurately represents the complete class 
distribution [22]. 
a number of meta-heuristic techniques (such as Simulated 
Annealing, Tabu Search, Genetic Algorithm and Ant 
Colony Optimization) that have been applied in the past to 
solve the attribute reduction problem were discussed and 
the quality of the obtained solutions . Arafat, Elawady et 
alexamine how ant colony optimization applied to this 
downside for find out lowest rough set reduct Rough Set 
Theory offers heuristic function to measure the quality of 
single subset [23]. Also, Tallón-Ballesteros and Riquelme 
introduces the use of an ant colony optimization (ACO) 
algorithm, called Ant System, as a search method in two 
well-known feature subset selection methods based on 
correlation or consistency measures such as CFS 
(Correlation-based Feature Selection) and CNS 
(Consistency-based Feature Selection) [24]. 
Wang, Zhang et al presented a novel scatter search (SS) 
based rough set attribute reduction method, shortly SSAR. 
This method is an artificial-evolutionary-based algorithm 
and lies among memory-based heuristics[25]. Yongxiong 
and Li [26] create a hybrid approach using TS and C4.5 
ensemble algorithm is proposed and applied to the feature 
selection for ensemble and relief the unbalanced date 
problems. Matsui, Katagiri et al formulate the new feature 
point selection problem as combinational optimization one 
and propose a hybrid metaheuristics through tabu search 
and memetic algorithm for the formulated feature point 
selection problem [27]. 
Unler and Murat propose a modified PSO algorithm for the 
feature subset selection problem our approach differs in 
two aspects from the earlier studies using PSO for this 
problem [28]. Gheyas and Smith SAGA combines the 
ability to avoid being trapped in a local minimum of SA 
with a very high 9 rate of convergence of the crossover 
operator of GA, the strong local search ability of the 
greedy algorithm and high computational 11 efficiency of 
generalized regression neural networks GRNN [29]. 

Moghadasian and Hosseini presented a filter based feature 
selection method based on Cuckoo search (COA) 
algorithm and information theory to select a smaller 
number of features of high dimensional datasets and 
achieve similar or even better classification performance 
[30]. Schiezaro and Pedrini ropose a binary version of the 
ABC algorithm, where the number of new features to be 
analyzed in a neighborhood of a food source is determined 
through a perturbation parameter and each food source 
stores its quality (fitness), which is given by the accuracy 
of the classifier using the feature subset indicated by the bit 
vector [31]. 
Mafarja and Abdullah memetic algorithm-based approach 
inside the rough set theory which is a hybridization of 
genetic algorithm and simulated annealing [32]. Abdullah 
and Jaddi applied the basic Great Deluge algorithm to 
solve the attribute reduction problem [33]. The algorithm 
employs different neighbourhood structures to generate 
trial solutions and then it searches for the best solution 
among all valid solutions. Mafarja and Abdullah modified 
on great deluge they divide the search space into three 
regions with equal size, referred as interval. Based on this 
interval value, we form three different level values coded 
as level1, level2 and level3 and introduce three β values 
[34]. Emary, Zawbaa et al The objective of this paper was 
to propose a firefly algorithm (FFA) for feature selection to 
choose minimal number of features (attributes) and to 
obtain comparable or even better classification accuracy 
from utilizing all attributes [35].  
The above related work motivates us develop the proposed 
approach presented in this paper. It is based on 
modification of wrapper approach by metahuristic 
techniques for handling the attribute reduction problem. 

3. Proposed Method: Wrapper Genetic 
Programming (WGP) 

As mentioned above, The goal of feature selection is to 
find the smallest feature subset  form data according to the 
preferred criterion [13].Feature selection is much harder 
problem, due to the absence of class labels . Most 
algorithms for supervised FSS can be classified as filter or 
wrapper approaches. 
On the other hand wrapper algorithms are those that use a 
classifier in order to assess the quality of a given attribute 
subset [12].  
The accuracy achieved by wrapper algorithms is much 
greater than those obtained by any other filters. This 
advantage draw the attention of researchers from the 
machine learning community to further study the wrapper-
based FSS. 
The search process result of different search algorithms  
such as greedy sequential[36] , floating [37], best-first 
search, branch and bound[38],evolutionary algorithms [39, 
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40] is forwarded to a different classifiers (e.g. KNN and 
Naive Bayes) in order to evaluate the correctness of the 
subset obtained by search algorithms. This led to support 
the belief that wrapper methods results outcome results of 
other filters. 
A generalized wrapper algorithm (the flow chart is 
presented in figure 1 and its pseudo code algorithm in 
shown in figure 2) is very similar to the generalized filter 
algorithm except that it utilizes a predefined mining 
algorithm A instead of an independent measure M for 
subset evaluation. For each generated subset S, it evaluates 
its goodness by applying the mining algorithm to the data 
with feature subset S and evaluating the quality of mined 
results. 
Therefore, different mining algorithms will produce 
different feature selection results. Varying the search 
strategies via the function generates (D) and mining 
algorithms (A) can result in different wrapper algorithms. 
Since mining algorithms are used to control the selection 
of feature subsets, the wrapper model tends to give 
superior performance as feature subsets found are better 
suited to the predetermined mining. 
Evolutionary algorithms (EAs) operate on a population of 
individuals that represent possible solutions to a problem.  

Original feature set 

Feature subset search
 (random ,heuristic, exhaustive)

Feature subset evaluation

Induction algorithm 

Best feature subset 

Induction algorithm 

 

Fig. 1 wrapper approach 

 

Fig. 2 Wrapper approach pseudo code 

The initial population of individuals may be created 
entirely at random, or some knowledge about previously 
known solutions may be used to seed the population. The 
algorithm evaluates the individuals to determine how well 
they solve the problem at hand using a user defined 

objective function, which is unique to each problem; 
genetic programming is a kind of (EAs). 
 
The main advantages of evolutionary algorithms are [41]:  
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1. Being robust to dynamic changes: Traditional 
methods of optimization are not robust to 
dynamic changes in the environment and they 
require a complete restart for providing a solution. 
In contrary, evolutionary computation can be used 
to adapt solutions to changing circumstances. 

2. Broad applicability: Evolutionary algorithms can 
be applied to any problems that can be formulated 
as function optimization problems. 

3. Hybridization with other methods: Evolutionary 
algorithms can be combined with more traditional 
optimization techniques. (4) Solves problems that 
have no solutions: The advantage of evolutionary 
algorithms includes the ability to address 
problems for which there is no human expertise. 
Even though human expertise should be used 
when it is needed and available; it often proves 
less adequate for automated problem-solving 
routines. 

The traditional operators used in both GP and Gas are very 
similar. However the one used in GP have been is 
customized in order to work with trees so the offspring do 
not exceed the maximum depth of the tree.  
The operators can be divided into primary genetic operator 
which includes the reproduction and crossover operators. 
While the mutation and other novel operators considers 
secondary ones. The reproduction operator acquire an 
identical offspring by simply copying the individual. While 
the crossover operator requires two parents and randomly 
selects a node in each as a crossover point. The sub-trees 
rooted at these crossover points are swapped to obtain the 
offspring, as shown in figure 3. 
It is worth mentioning here that there exist many 
differences in the crossover between GP and Gas. Firstly, 
in GP the cross over between two identical parents may 
result in offspring that are completely different from the 
parent. Secondly, if the root of the parents are crossover 
points then the crossover degenerates to reproduction. 
Thirdly, crossover is like point mutation in case if the 
terminal nodes are two crossover points. In this case it 
simply changes only single node. 
Sub-tree or grow mutation is the most used form of 
mutation. 
Figure 4 illustrates this form where the randomly selected 
node from the tree which constitute the root of a sub-tree. 
This sub-tree will be replaced by a new randomly 
generated sub-tree. 
Despite the questionability of the usefulness of mutation in 
GAs by some researchers, it still plays an important role in 
relieving the search from stagnation and it re-enter lost 
alleles into the population. However, mutation is not 
necessary in GP to avoid stagnation due to the 
aforementioned fact that an identical parents may result in 
different offspring through crossover. 

The chance for a symbol to disappear from the population 
is very unlikely due to the following two facts: First, the 
allele meaning in GP is not related to its position. Second, 
the number of nodes in the population is relatively very 
large comparing to the size of both the function and 
terminal sets. 
The main motivation for choosing GA as a random 
selection approach is its capability to effectively explore 
large search spaces which is based on the principle of 
natural selection. This is achieved by evolving a population 
of individuals, where each individual is a candidate 
solution to a given problem. 
In summary, three operators constitute the genetic 
algorithm: 

- Reproduction which selects good string. 
- Crossover which combines good strings in order to 

create better offspring's. 
- Mutation which alters a string locally for the purpose 

of generating a better string. 
The algorithm is terminated at any iteration if the 
population evaluation and testing satisfy the termination 
criterion; otherwise the three GA operators will be re-
applied on the population and then re-evaluated. This 
procedure is continued until the termination criterion is 
met [42]. The above approach is illustrated as a flow chart 
in figure 5.   

 

Fig. 3 GP crossover process 

 

Fig. 4 GP crossover 
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Original feature set 

Feature subset search
 genetic search

Feature subset evaluation

Genetic programming

Best feature subset 

Genetic programming 

 

Fig. 5 Proposed WGA method 

4. Experiment Results  

In this section, the computational results of the proposed 
methods are presented. The proposed algorithms are 
programmed using J2EE Java and performed on an Intel 
Pentium 4, 2.33 GHz computer, and tested on 10 well-
known University of California Irvine (UCI) data sets, 
which have been used by many researchers, are used to test 
the performance of the proposed algorithms. Table 1 
presents a detail description of the data sets used in the 
experiments. These data sets can be freely downloaded 
from http://www.ics.uci.edu/~mlearn/  [43]. The 
performance of the proposed algorithms is evaluated based 
on the minimal number of selected attributes, the 
classification accuracy. 
The comparisons in this paper are carried out in terms of 
the minimal attributes, the classification accuracy. The 
purpose of this comparison is to evaluate the effectiveness 
of using a genetic programming classifier with wrapper 
evaluator   in obtaining the minimal attributes, and its 
effect on the classification accuracy   (based on the 
obtained minimal attributes). 
The superscripts in parentheses represent the number of 
runs that achieved this number of attributes, while the 
number of attributes without superscripts means that the 
method could obtain that number of attributes in all of the 
runs. Further comparison is carried out in terms of the 
classification accuracy for all data sets table 2 provides 

details of the minimal attributes and classification accuracy 
together that are obtained from WGP. 
The results shown in Table 3 indicate that WGP is capable 
of  improving classification accuracy between feature 
selection' with and without attribute reduction’ by WGP 
for six data sets (Exactly, Derm, LED, Credit, Heart, Vote)  
as shown in bold and achieved the  same accuracy for four 
data set (M-of-N , Mushroom ,Lung ,Derm2) with 
accuracy between  95.35% to 98.44% . The results for the 
classification accuracy in table 3 show that WGP approach 
is able to get  the best result for five information  
sets .(Heart , Vote , Credit  , Derm ,Drem2), compared to 
all methods in the literature . 

Table 1: UCI datasets 

Datasets No of Attributes  No. of 
Objects 

M-of-N 13 1000 
Exactly 13 1000 
Heart 13 294 
Vote 16 300 
Credit 20 1000 
Mushroom    22 8124 
LED 24 2000 
Drem 34 366 
Drem2 34 358 
Lung 56 32 

Conclusion 

In literature, a lot of research questions were once raised to 
identify robust approach to sort out the attribute discount 
concern. As a way to answer this research query, two 
research pursuits have been outlined with the intention of 
proposing amazing approach to seek out essentially the 
most informative and minimal attributes with least 
information loss. This aim has been done through (WGP) 
approaches.   
In this paper, genetic programming algorithm was 
customize  to solving the attribute reduction problem It 
was shown that using an intelligent mechanism of genetic 
programming to produce new programs to increase the 
probability of finding high-quality reducts. Experimental 
outcome confirmed that the proposed process (WGP) 
tremendously outperformed the genetic programing and 
many other procedures regarding minimal attributes and 
classification accuracy. The effectiveness of the hybrided 
wrapper and genetic programming in terms of the 
classification accuracy is the ability to make a decision on 
essentially of the most informative attributes to be 
incorporated in the reductions. The evaluation of the 
effectiveness of the solution got used to be measured no 
longer most effective in terms of minimal attributes, but in 
addition in phrases of classification accuracy. 
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Table 2 Comparison between feature selection without attribute reduction and feature selection with (WGP) in terms of minimal attributes and 
classification accuracy. 

Datasets No. of 
Attr. 

 

Accuracy with 
genetic 

programming 

Accuracy with 
wrapper on 

genetic 
programming 

evaluator 

No. of Attributes 
With attribute reduction on 

max 

No. of Attributes 
With attribute reduction on 

min 

min Max min max 
Vote 16 61.33 97.67 61.37 97.00 2,4,5,9,11,12,13  :7  2,3,4,8,9,11,12,16  :8  

M-of-N 13 93.50 100 93.9 100 10:1,2,3,5,7,8,9,10,11,12 1,2,3,4,5,7,8,9,11  :9  
Exactly 13 68.80 91.00 67.7 78.90 1,3,4,5,7,9,11,12  :8  2,3,6,8,9,12,13  :7  
credit 20 73.40 76.00 72.7 76.10 10:1,2,3,5,6,9,11,15,19,20 11:1,2,3,5,6,9,10,11,15,16,19 
Derm 34 96.17 97.81 93.71 98.63 16:1,4,5,7,8,9,14,15,20,22,26,27,

28,31,32,33 
19:1,2,5,6,7,9,10,13,14,15,18,20,21,

22,23,26,28,30,33 
Heart 13 82.99 85.37 84.01 93.71 5,10,11,13  :4  1,7,10,11,12  :5  
LED 24 75.1 98.20 71.7 92.15 1,2,3,4,5,7,10,15  :8  1,2,3,4,5,7,15  :7  

Derm2 34 96.65 98.88 95.81 99.44 17:3,5,6,7,8,9,13,15,21,22,25,26,
28,29,30,33,34 

14:3,5,6,8,13,15,20,21,22,24,25,26,
28,31 

Lung 56 96.88 100 96.87 100 9,42,43,47,48  :5  27:3,5,6,9,10,11,12,13,14,19,20,21,
22,23,24,25,27,28,29,33,39,42,47,4

8,49,52,55 
mushroom 22 91.78 98.92 92.56 98.17 13:1,4,5,7,10,11,12,14,15,18,19,

21,22 
10:5,7,8,12,13,14,16,17,18,20 

Table 3 Comparison with the literature in terms of classification accuracy 
Datasets Fuzzy GD 

Accurcy[34] 
 

Fuzzy RRT GA-Fuzzy GD 
Accurcy 

[44] 

GA-Fuzzy 
RRT 
[45] 

GA 
[45] 

WGA 
 

M-of-N 100% 100% 100% 100% 100% 96.75% 
Heart   14% 0% 100% 94.18% 

Mushroom 100% 100% 100% 100% 100% 95.35% 
Vote 70% 70% 63% 63% 63% 83.4% 

Credit   6% 8% 21% 74.7% 
Lung    100% 100% 98.44% 
LED  100% 100% 100% 100% 87.98% 
Derm   % 19% 38% 96.99% 

Drem2   % 78% 75% 97.77% 
Exactly 100% 100% 100% 100% 64% 79.9% 

The comparison of WGP with different on hand 
approaches in terms of minimal attributes tested the 
effectiveness of the proposed strategy. However, several 
questions still need to be answered to enhance the 
proposed algorithms as a future work; the proposed 
approaches can be validated and extended to real valued 
data sets from different domains and real-world problems 
such as web and text mining, bioinformatics and speech 
recognition, which may yield interesting results. 
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