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Summary 
The objective of the science of steganalysis is to detect the 

message hidden in an image. The steganalyst needs to keep his 

ultimate goal to detect the image which has data hidden in it and 

retrieve the message. This paper makes use of statistical data 

analysis using different feature sets combination at random and a 

comparative study of each. Since blind steganalysis techniques 

are used, the technique of calibration to retrieve an estimate of 

the cover image is used. The steganalytic technique is feature 

based as well. This is due to the fact that the features that is 

sensitive to the embedding changes that are employed for 

steganalysis. The domain used in this paper will be Discrete 

Cosine Transform. The feature set will be a combination of first 

order, second order and Markovian set of features. The 

performance rate is calculated by the error detection percentage 

of the combination of the feature sets. The extracted features are 

fed into a classifier which helps to distinguish between a stego 

and cover image. Support Vector Machine (SVM) is used as a 

classifier here.Principal Component Analysis (PCA) is used for 

feature reduction . 
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1. Introduction 

Steganography is a mode of hidden communication. When 

steganography is utilized to hide a message, anyone 

inspecting the image will be unable to detect the presence 

of a hidden message. The message can be hidden within an 

image, audio or video. Thus the presence of message is 

invisible to the outside world. 

To launch an attack on steganographic schemes, it is 

necessary to show that the probability of hidden data is 

more than just random guessing. In this paper, the 

statistical steganalysis is applied to different 

steganographic schemes. The paper refers only to 

embedding data into images. The image format used in 

this paper is restricted to JPEG. This decision is taken 

based on the fact that JPEG is the common image format 

used over the internet. Steganalysis are broadly divided 

into two – Targeted and Blind. Targeted steganalysis is 

designed for a particular steganographic scheme. Hence 

Targeted Steganalysis is robust for that particular 

steganographic scheme. This is because the detection 

accuracy for the hidden message is better. Blind 

steganalysis does not depend on any particular 

steganographic schemes. They are independent in their 

behavior with different embedding techniques. To achieve 

this, a set of distinguishing statistics that are sensitive to 

embedding techniques, are determined and collected. 

These statistics are retrieved from stego and calibrated 

stego image which would act as an estimate of the cover 

image. The extracted statistics can be used to train a 

classifier, which can subsequently be used to decide 

whether the given image is cover or it has a message 

embedded in it. Since the dependency on the embedder is 

removed, blind steganalysis can be used for analysis of an 

image and the classifier can be used to clearly distinguish 

between a cover and a stego. The extracted statistics are 

combined and the output error is checked to decide on the 

performance of the feature set. This combination is done to 

decide which set of features can best be used to detect a 

hidden message. 

Blind steganalysis, otherwise known as Universal 

steganalysis, is composed of three parts. They are feature 

selection, feature extraction and feature classification. In 

feature selection a set of features are selected from 

different statistical features. The features used in this page 

are first order features, second order features and 

Markovian features. These features are mainly constructed 

in DCT domain. These features are proposed by 

observation on general image features which exhibit 

potential variation when embedding is done on it. The 

features are extracted from both stego and cover images. 

In blind steganography we do not have cover image. 

Hence an estimate of cover image is created by means of a 

technique called calibration [5].  This technique is used for 

feature extraction.  

Calibration is done as discussed below. 

The stego image Si is decompressed and restored in spatial 

domain. Si is cropped by 4 pixels horizontally and 

vertically, thus removing the embedding [ ]. Si is 

recompressed back to DCT domain using the same 

quantization factor to create Ci. Any functional in the 

feature set is obtained from the L1 norm of the difference 

of the fundamentals. 

F final =|f (Si) – f (Ci) | 
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Fig.1.Technique of calibration 

Thus the features are extracted. The third component is 

feature classification. The classification is done in two 

phases. The classifier needs to be trained first using the 

image dataset. Both cover image and stego image statistics 

are used for this purpose. The trained classifier is then 

used to classify an input image as either a clean image or 

the one with the hidden message embedded in them. 

Thus the feature based steganalysis is done by using the 

features that is sensitive to embedding changes and 

insensitive to image content.  Previous literature [1, 2] had 

either the DCT features or Markovian features extracted 

for analysis. In this paper, we make use of both DCT 

features and Markovian features. This is to eliminate the 

drawbacks of both.  

The features are extracted from calibrated images. The 

features are normalized to decrease the computational 

complexity. Complexity is further reduced by using Linear 

Support Vector Machine as a classifier. By merging the 

major first order, extended DCT features and Markovian 

features, [3] a total of 274 functional features are 

recovered which are distinguishable. 

In section 2,the general architecture of the system is 

discussed. The experimental results will be discussed in 

section 3.Section 4 gives an overview of the classifier. 

Section 5 gives a short note on the future work. 

2. Implementation 

The system architecture of the feature based steganalytical 

system using DCT is as given below. This system deals 

with the normalized features being classified as cover or 

stego using a linear classifier. The features are calculated 

from DCT domain for a more straight forward 

interpretation of the changes in embedding. 

 

 

Fig.2 . System Architecture 

2.1 Feature Extraction 

The goal of this paper is to formulate a new feature set by 

merging two standard feature sets. These feature sets are 

obtained from calibrated image, thus giving a good 

detection rate and a better classification rate. The features 

are initially extracted in the DCT domain. These features 

are normalized to eliminate redundancy and hence 

computational complexity. The classifier used here is 

linear support vector machine. The choice of the classifier 

was based on its reliability, accuracy, cost and efficiency. 

The SVM is trained using the major share of the extracted 

features. After the training the remaining dataset is used 

for testing. The system architecture for the representation 

is as in fig.2. 

The images are converted to its DCT domain, divided to   

8 X 8 pixel blocks and the features are extracted.  DCT is 

used since JPEG can undergo lossy compression and the 

signal information is mostly concentrated in the low 

frequency component of DCT. The extracted features are 

first order, second order, extended DCT features [1] and 

Markovian features [2]. The basic DCT features consist of 

23 functionals.  The extended features have 193 functional 

in them. The original Markovian features have 324 

functionals which dimensionally is huge. Hence the 

feature dimensionality is reduced to 81. Since the pixels 

are divided to 8 X 8 pixel blocks, the inter block 

dependencies between DCT coefficients and intra block 

dependencies are captured which is projected as DCT 

features and Markovian features respectively.  The 

merging also help to classify features which otherwise 

would give a complementary performance.  The 

quantization factor used here is 50 and all images are 

calibrated. 

Calibration is a process by which one can estimate the 

macroscopic properties of the cover image from the given  

stego image. Calibration is usually done in DCT domain to 

get the estimate of the cover image.  The resultant 

calibrated image will be perceptibly similar to the original 

image.  

The features to be extracted are dependent on blocks [3]. 

Hence, the transformed image is divided into 8 X 8 blocks. 

Thus, four types of statistical features are extracted.  They 

are the first order DCT, extended DCT and Markovian 

functions. The first order DCT is global histogram and 

dual histogram. The second order features are variance, 

blockiness and co-occurrence. Assume that a stego image 

is represented by DCT coefficient array dk(i,j) [1],where i 

and j are coefficients and k is the block [1]. 

The global histogram of 64k blocks can be represented by 

Gr  where r=A,…,B where A = min k,i,j (dk(i,j)),B = max 

k,i,j (dk(i,j)) 

The dual histogram gives an idea on how a coefficient is 

distributed among different DCT modes. It can be 

represented by 
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𝑔𝑖𝑗
𝑑 = ∑ 𝑥(𝑑, 𝑑𝑘(𝑖,𝑗))

𝐵

𝑘=1

 

where B is the number of blocks 

Variance that captures the inter block dependencies [1] can 

be represented by 

𝑉 =
∑  ∑  |𝒅𝑰𝒓(𝒌)(𝒊,𝒋) − 𝒅𝑰𝒓(𝒌+𝟏)(𝒊,𝒋)| + ∑  ∑  |𝒅𝑰𝒄(𝒌)(𝒊,𝒋) − 𝒅𝑰𝒄(𝒌+𝟏)(𝒊,𝒋)|

|𝑰𝒄|−𝟏
𝒌=𝟏

𝟖
𝒊,𝒋=𝟏

|𝑰𝒓|−𝟏
𝒌=𝟏

𝟖
𝒊,𝒋=𝟏

|𝑰𝒓| + |𝑰𝒄|
 

Where Ir and Ic are vectors of block indices when scanned 

by rows and columns. 

The blockiness is also an inter-block dependency 

functional which is calculated in decompressed DCT 

images. It is represented by 

𝐵𝛼= 
∑  ∑ |𝑥8𝑖,𝑗 −  𝑥8𝑖+1,𝑗   |

𝑛
 + ∑  ∑ |𝑥8𝑖,𝑗 −  𝑥8𝑖+1,𝑗   |

𝑛𝑀
𝑗=1

|
(𝑁−1)

8
⁄ |

𝑖=1
𝑁
𝑗=1

|
(𝑀−1)

8
⁄ |

𝑖=1

𝑁⌊
(𝑀−1)

8
⁄ ⌋+𝑀⌊

(𝑁−1)
8

⁄ ⌋

 

Where M and N are dimensions of the image 

The co-occurrence matrix which determines the 

probability distribution of pairs of neighbouring DCT 

coefficients is represented as below. 

𝐶𝑠𝑡 =
∑ ∑ 𝛿(𝑠, 𝑑𝑖,(𝑘)(𝑖, 𝑗))𝛿(𝑡, 𝑑𝑖,(𝑘+1)(𝑖, 𝑗)8

𝑖,𝑗=1
|𝐼𝑟|−1
𝑘=1 + ∑ 𝛿(𝑠, 𝑑𝑖,(𝑘)(𝑖, 𝑗))𝛿(𝑡, 𝑑𝑖,(𝑘+1)(𝑖, 𝑗)

|𝐼𝑐|−1
𝑘=1

|𝐼𝑟| + |𝐼𝑐|
 

The original DCT features have 23 functional in them. 

These features can be extended to form extended DCT 

features, which contains 193 functional to be extracted. 

The final set of statistical features is the Markov features.   

Markov features have the dimensionality of 324. The 

dimensionality is reduced to 81, to remove the redundant 

features. The extended DCT features capture the inter-

block dependencies among DCT coefficients whereas the 

Markov features capture the intra block dependencies (of 

similar spatial frequency with in the same 8 X 8 blocks) 

between frequencies between the consecutive blocks [2]. 

The merging of the two features would help to eliminate 

the drawback for both. Another reason for merging the set 

is that the classifiers that are employed for each feature set 

individually has complimentary performance. More over 

the Markov features are unable to detect embedded 

messages that are of short length. The features are 

extracted from calibrated images. 

Calibration of images is done to get an estimate of the 

cover image. Calibration is usually done in the DCT 

domain. Calibration is the process or technique by which a 

JPEG image J1 is decompressed, converted to spatial 

domain. After conversion the image is cut horizontally and 

vertically by 4 pixels each [ 5 ]. The image is later 

compressed back to the DCT domain using the same 

quantization matrix used earlier. This technique is 

equivalent to shifting of an image, thus helping it to retain 

the DCT coefficients. But the change erases the data 

embedded in the image, thus creating a close estimate of 

the cover image. The newly created calibrated JPEG image 

J2 will have the macroscopic features that are similar to 

the original cover image since the cropped image is 

visually similar to the original image. The DCT features 

are extracted as the L1 norm of the absolute value of the 

difference between the cover image and the stego image. 

The Markov feature set [2] models the difference between 

the absolute values of the neighboring DCT coefficients 

used as a Markov process. The original Markovian 

functional consists of 324 features. These features will 

have increased dimensionality, which needs to be reduced. 

This is done by taking the average of the four 81 

dimensionality features which are measured 

Thus the 193 functional of extended DCT features along 

with 81 dimensionality of the reduced Markov features 

combined together to form the needed feature set of 274 

functionals. 

2.2. Feature Classification 

Once the features are extracted, it needs to be classified. 

The extracted features determine    whether the image is 

cover or stego. Hence, this paper uses the technique of 

machine learning and the classifier used here is Support 

Vector Machine (SVM). 

2.2.1 SVM Prediction 

In the field of machine learning, many techniques or 

algorithms are used to classify a set of data. Some   

techniques that are involved are Neural Network, 

Perception, Fisher Linear discriminant,   Support Vector 

Machines etc. SVM is a classifier that is defined by a 

separating hyper plane [4]. It is a supervised learning 

technique. Hence, after training the SVM, a hyper plane is 

output which classifies the test data. The hyper plane 

should be so created that the distance of the plane should 

be maximum with the training samples. If the hyper plane 

is close to the sampling data, it will be sensitive to noise, 

and the classification will not happen correctly. 

 

Fig 3. SVM Classification 

The hyper plane can be computed using the formula 

 F(x) = w0+w
T
x 
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Where w is the weight vector and w0 is the bias. X is the 

training sample. For an optimal hyper plane, 

 | w0+w
T
x| = 1 

Hence the distance between a point x and a hyper plane (w, 

w0) is 

 

SVM is widely popular among the classification algorithm 

since it maps the features from the original space to a high 

dimensional feature space. If the kernel function is linear, 

the resulting SVM classification is a maximum margin 

hyper plane. Given a training sample, the hyper plane 

would split it in a way that the distance from the closest 

values to the hyper plane is maximum. The complexity of 

SVM depends on the features used for training it. Thus the 

SVM can guarantee a generalization to a great extent. 

2.2.2. Principal Component Analysis 

Principal Component Analysis (PCA) is a technique of 

feature reduction from a high dimension feature space. 

Thus Principal Component Analysis can help eliminate 

redundant features and highlight the important features. 

The Principal component analysis uses standard deviation, 

covariance, eigen values and eigen vectors to evaluate the 

set of relevant features. Hence PCA can be termed as a 

simple and robust was of feature reduction without much 

loss in overall data. This is done by transforming a set of 

principal components which has most of characteristics of 

all the original features. 

 

PCA helps to pre-process data so that computational cost 

in a linear classifier will be less since the dimensionality 

has been reduced [10]. 

 

The original data will have its mean calculated across both 

dimensions. The covariance matrix is then calculated. The 

covariance matrix for a data with n dimensions is 

 

CnXn is a matrix with n rows and n columns,Dimx is the 

xth dimension [10]. 

 

After the calculation of covariance matrix, eigen values 

and eigen vectors of covariance are calculated. By 

calculating the eigen vectors of the covariance, the plotting 

lines can be drawn which represent the data. The eigen 

vector of the highest eigen value is the Principal 

Component. Once the eigen value is retrieved, it can be 

arranged in the order of highest to the lowest. The lowest 

significant values can be ignored. This is the final dataset , 

which can be called as feature vector. The final data set 

will be the transpose of the feature vector , which is 

multiplied with the transpose of the mean adjusted original 

data. 

3. Experimentation results 

3.1 Database of images 

An important aspect of any performance evaluation 

research is the quality of the database that is employed for 

the experiments. The dataset contain different image 

formats, quality and texture. A set of 420 JPEG images are 

compressed to the size of 256 X 256 JPEG format 

retrieves the RGB representation of an image [4]. It would 

then calculate the quantization table corresponding to the 

quality factor Q and thus compresses the image while 

storing the quantized DCT coefficients [4]. The estimated 

capacity is then computed. A password which is user 

specified is used to generate a seed for PRNG that creates 

randomness for the embedding message. The message is 

divided into K bits and embedded in 2 K-1 coefficients 

along the random walk.  If the message fits onto the 

estimated capacity, the embedding would proceed, else 

would show an error message. 

 

The results derived are based on sample from the testing 

dataset. These datasets are not used in any form during the 

training of the classifier.F5 and pixel value differencing 

(PVD)  are used as steganographic schemes[7][8].  A 

dataset of 420 images of cover and stego is used for 

analysis. These images are used to extract the different 

features. Many features of the datasets are irrelevant. 

Hence these features maybe removed for better 

performance. The extracted features after removal of 

irrelevant ones are then fed into a linear classifier. Linear 

SVM is used for this purpose. From the 420 images 

selected, about 340 images are used to train the SVM. The 

remaining 80 datasets are used for testing. The main 

features considered for the analysis are first order features, 

extended DCT features and Markovian features. 

Combination of each feature is taken, compared and 

tabulated below. 

Table 1:Table of comparison of the performance rate of combination of 

feature sets of calibrated JPEG images using SVM 

Sl 

No 
Combination of features 

Error 

Detection 

1 Markovian , Dual Histogram 0.1 

2 
Blockiness, Cooccurance,Global 

Histogram 
0.095 

3 Variance,Moment,Dual Histogram 0.13 

4 Blockiness,Moment,Dual Histogram 0.123 

5 Variance, Moment ,Co-occurrence 0.098 

6 
Variance,Moment,Dual 

Histogram ,Global Histogram 
0.09 

7 
Blockiness, Moment, 

Cooccurance,Global H histogram 
0.112 
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8 
Variance, Moment ,Co-occurrence ,Dual 

Histogram 
0.13 

9 
Markovian, Moment ,Co-

occurrence ,Dual Histogram 
0.099 

10 
Blockiness , Variance, Moment , Dual 

Histogram 
0.043 

11 
Markovian , Variance, Moment , Dual 

Histogram 
0.04 

12 
Blockiness, Variance, Moment, Co-

occurrence 
0.0522 

13 
Markovian, 

Blockiness,Variance,Cooccurance 
0.12 

14 
Blockiness, Variance,Moment,Dual 

Histogram, Global Histogram 
0.058 

15 
Blockiness, Variance,Moment,Dual 

Histogram, Global Histogram 
0.098 

16 
Blockiness, Variance, Moment, 

Cooccurance,Global Histogram 
0.178 

17 
Blockiness, Variance, Moment, 

Cooccurance,Dual Histogram 
0.048 

18 
Markovian, Blockiness, Variance, 

Moment , Dual Histogram 
0.189 

19 

Blockiness, Variance, Moment ,Co-

occurrence, Dual Histogram, Global 

Histogram 

0.154 

 

 

Fig 4:Graphical representation of error detection 

From the tables it can be concluded that combination of 

certain features would give a lesser error detection than the 

other. The global histogram used is normalized to 11 

features, from   - 5 to 5.  For dual histogram of 99 

functionalities the upper 9 triangular values are taken. For 

the co-occurrence matrix of 121 features, the co-index of s 

and t values are normalized to values from -2 to 2.   

Sample outputs of global histogram, dual histogram and 

co-occurrence are given below. The plot is based on the 

range of specified normalized values against the 

occurrence of pixels. 

 

Fig 5 :sample plot on cooccurance 

 

Fig 6: sample plot on dual histogram 

 

    Fig 7: sample plot on global histogram 

4. Linear Support Vector Machine 

Even though support vector machines are effective in high 

dimension spaces, the dimensionality of the feature set 

needs to be reduced since the classifier is likely to give 

poor performance if the number of features is much greater 

than the number of samples. Moreover the feature 

reduction could reduce the cost and computational 

complexity. Since the system of steganalysis is Blind, and 

the learning system used is supervisory, SVM needs to be 
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trained before any test data is input. Out of the 420 JPEG 

images used, 340 images of different textures are used to 

train the SVM [3]. The other 80 is used to test the data. 

The stego data used to train and test the SVM is created by 

embedding data using different steganographic schemes 

and the percentage of embedding ranges from 

10%,25%,50%,and75%.The quality factor used  to 

transform the image also varies from 50 to 70. 

5. Conclusion 

A set of images were converted from spatial to a transform 

using different quality factors and is used to extract a set of 

relevant features, is developed. The relevancy of the 

features was based on how they change the DCT 

coefficient when an embedding is done on the image. The 

feature set is obtained by merging two separate features 

which had been proposed individually, and that are 

complementary to each other. The DCT features are 

obtained by replacing the L1 norm of their differences. 

The Markov features were extracted and their 

dimensionality was reduced for effectiveness. The features 

are randomly combined, and the results are obtained. The 

combination of the merged feature set provides a better 

result than the combination of individual features. 

 

The feature set extracted, is being input into the Support 

Vector Machine, to classify whether a new input image is 

a cover or stego. An enhancement of the research can be 

done using the feature set extracted from uncalibrated 

images. Feature selection can be done by means of 

Principal Component Analysis [9]. A comparative study of 

calibrated images and uncalibrated images can be done in 

this case. 

 

Another enhancement can be the determination of the 

message length. This can be done in the spatial domain. In 

the digital processing perspective, the embedding can be 

considered as an addition of noise. The data to be 

embedded is kept low in order to fulfill the detectability 

factor. This method work in three steps. First, the estimate 

of cover image is recovered. The stego image is then 

recovered from the image, and its length is estimated. 

Since prior knowledge of the length of the message is not 

known, the Maximum Likelihood algorithm can be used 

for the estimation of message length. 
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