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Summary 
Cellular Automata are discrete computational models that rely on 
local rules. The main focus of this paper is to build a model of 
proteins based on simple and local rules of a cellular automaton. 
Research in this direction depend mainly on combining cellular 
automata with other paradigms. Many schemes in literature rely 
on different evolutionary algorithms to support the use of cellular 
automata and some depend on combining protein parameters 
with parameters extracted from a cellular automaton image. The 
aim here is to keep the simplicity of cellular automata as much as 
possible. It is not known yet if a set of local rules that can solve 
the protein folding problem does exist. So far, research depend 
on some sort of searching or a global view of the sequence in 
order to find a reasonable confirmation. This paper discusses 
what simple rules can be like. The proposed cellular automaton 
rules and states depend on a well-known simple exact model and 
the basic principles governing protein folding. In the proposed 
cellular automaton, the cell state can be a hydrophobic amino 
acid, a polar amino acid, an empty cell, or a control cell. The 
argument of local rules is supported by graphical examples of 
applying the proposed rules. 
Key words: 
Protein Folding, Cellular Automata, 2D HP Model, Local Rules, 
Moore Neighborhood. 

1. Introduction 

Cellular Automata (CA) is a discrete model studied in 
computability theory. The model is discrete in terms of 
time and space. CAs rely mainly on the concept of local 
rules. When the local rules are applied in iterations, the 
cellular automaton exhibit a certain behavior. The concept 
was first proposed in the field of computer science in the 
forties by John von Neumann as formal models of self-
reproducing organisms [1]. 
A cellular automaton pattern can be found in nature and 
has its roots in biology, which made the concept of CA 
naturally linked to building accurate models of the central 
dogma of molecular biology processes. Consequently, CAs 
were used in studying the behavior of gene networks [2], 
DNA sequence evolution [3] [4] [5], DNA duplication, and 
mRNA transcription from DNA [6]. 
Based on the central dogma of molecular biology, the 
result of the DNA decoding process is proteins. Proteins 

are lead performers of the cell functions where each 
protein has its own task [7]. The processes that results in a 
functioning protein are quite complex and full of details 
[8]. 
Building models of any biological phenomenon usually 
consists of finding a certain abstraction of some type. 
Models can be used to understand a problem from a certain 
point of view. In general, Models help in further 
experimentation [9]. Since the proteins are complex there 
are many simplified models or simple exact models 
(SEMs) of proteins. The most commonly used SEM is the 
HP model where amino acids are classified to be either a 
hydrophobic amino acid or a polar amino acid [10]. 
Modeling proteins based on CA was studied before; 
previous studies depend on combined models, where CA 
parameters are added to other parameters. In addition, 
there are models where CA rules depend on an 
evolutionary algorithm to find an optimal confirmation. 
In this paper, we seek to map the general rules involved in 
protein folding to a two-dimensional CA. The model 
proposed is simple, deterministic and rely on local rules. 
No additional searching is required. 
The remaining of the paper is organized as follows: 
Section 2 discusses related work; Section 3 and section 4 
give background information on cellular automata and 
proteins simplified models; Section 5 presents the 
proposed scheme; Section 6 discusses the results and 
finally section 7 concludes the work done and provides 
possible future work. 

2. Related Work 

There are many attempts to model proteins based on 
cellular automata. We will start with those models that 
combine cellular automata with evolutionary algorithms as 
in the case of [11] where a genetic algorithm is used with 
CA to predict proteins secondary structures. A CA like 
structure or what is called a neural CA was proposed in 
two and three-dimensional HP models [12] [13]. 
A three dimensional CA model was proposed in [14], 
which is a theoretical model that presents the use of 
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heuristic rules of biochemistry and thermodynamics in a 
3D cubic space. 
The PseAAC protein composition given in [15] combined 
with elementary rule 84 were proposed to classify proteins 
based on their structure classes [16] [17] and to predict 
transmembrane regions [18] and G-protein-coupled 
receptor functional classes [19]. 
Simply, the model converts the protein to a binary 
representation using the digital coding proposed in [20] 
[21]. After the protein is converted to a binary sequence it 
is considered as the initial configuration of the CA 84. the 
CA runs for 100 generations. Figure 1 shows the rule and 
the CA image of one protein. 

 
(a) Rule 84 

 
(b) Rule 84 after 100 Generations Representing One Protein 

Sequence 

Fig. 1 CA Rule 84. 

The resulting image parameters are extracted using a 
separate algorithm such as GLCM texture features [22] and 
Hu geometric moments [23]. 
Finally, there are systems different from cellular automata 
but proven to be equivalent in terms of computational 
power to cellular automata such as L-systems [24] [25]. 
These systems were also used in protein modeling in [26], 
[27], and [28]. 
In this paper, we propose the use of simple deterministic 
rules and represent the problem using the HP model. The 
proposed model does not depend on any searching and 
represent the problem as simple as possible. The results 
section gives some examples of protein sequences folded 
based on the rules proposed. 

3. Cellular Automata 

Cellular automata are discrete models that depend on local 
and simple rules to produce some overall global behavior. 
According to Wolfram the overall behavior of a CA can be 
classified into one of four main classes (stable, periodic, 
chaotic, and complex) [29] [30] [31]. 
There is no superior behavior of a CA. If the CA is used to 
model a natural phenomenon, the best behavior of the CA 
is the one describing the phenomenon in a meaningful way. 
The same applies to other applications, where different 

CAs with different behavioral classes can be applied to the 
same application [32] [33]. 
CAs have many variants. Figure 2 shows some of the ways 
CAs may differ. The spatial distribution of the CA cells 
can be in any dimension and the cells may be in any shape. 
The shape of the cells effects the neighborhood, which 
effects the complexity and behavior of the CA. 
Theoretically, the spatial space is assumed infinite. In 
terms of implementation, some assumptions are usually 
made such as the use of null boundaries and periodic 
boundaries. Sometimes the assumption of infinite grid can 
be realized when the CA considers a specific initial 
configuration that may move to a limited distance, so the 
CA may start with a two-dimensional grid of a proper size 
that there will be no need to configure the boundaries. 

 

Fig. 2 CA Variants. 

Another parameter that effects the cell states from one 
generation to the other is the cell neighborhood considered. 
The neighborhood of a core cell is those cells considered 
when the core cell changes its state. The actual 
neighborhood is crucial for the global behavior of a CA 
[34]. Two common neighborhood types are von Neumann 
and Moore neighborhood shown in Figure 3. 

4. Proteins Problem Simplified 

The process of building computational models of any 
natural phenomenon starts with proper abstraction. Any 
model represents an aspect of a reality but not all of the 
reality [9]. 
The hydrophobic-polar protein folding model proposed by 
dill [35][36], usually referred to as the HP model, is a 
popular and a simplified model that emphasizes the 
hydrophobic and hydrophilic properties of proteins. Simple 
exact models can account for the properties that 
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characterize protein folding [36]. The complexity of the 
simplified HP model was studied for a long time [37] [38]. 
Based on the HP model assumptions, the primary chain of 
the protein contains two types of amino acids, namely, the 
hydrophobic (non-polar) amino acids and the polar 
(hydrophilic) amino acids. The way to evaluate a certain 
confirmation is to assign an energy value of -1 to each H-H 
contact. The lower the energy the better so the best 
confirmation is the one with maximum number of H-H 
contacts. 
Not all H-H contacts are counted. If the core cell has a 
hydrophobic amino acid, the H-H contacts counted are 
only those contacts that are placed in one of the four 
directions (up, down, left, right) surrounding the core cell. 
These cells must have a hydrophobic amino acid and must 
not be part of the primary chain as given in definition 1. 
Definition 1: H-H contact can be defined as two 
hydrophobic amino acids that are not part of the protein 
primary sequence and placed in two adjacent cells where 
adjacent cells are two cells with a common boundary. 

               
(a) von Neumann                (b) Moore 

Fig. 3  Different CA Neighborhood 

5. Proposed CA 

This section describes the proposed CA in terms of its 
parameters, rules and initial configuration. In subsection 
5.1 the main parameters are given and in subsection 5.2 the 
initial configuration assumed and the CA rules proposed 
are described. 

5.1 CA Parameters 

CAs differ in their spatial distribution, cell neighborhood, 
transition rules, cell possible states, boundary, number of 
generations (iterations), cells shape, and the initial 
configuration from where the CA starts. Table 1 
summarizes the parameters used in the proposed model.  

Table 1: CA Parameters 
No. Parameter Value 
1 Neighborhood Moore 
2 Dimension Two-dimensional 
3 Possible States H, P, Empty, control 
4 Boundary Empty cells 

The CA proposed is a two-dimensional one with a 
homogeneous regular grid. The CA states can be one of the 
following: amino acid state (either H or P), empty state or 
a control state. The neighborhood assumed is Moore 
neighborhood, which includes the diagonals of a core cell. 
The empty cells in the proposed scheme takes part in the 
CA emergence. If the CA considers only those cells with 
amino acids it would be easy to avoid the boundaries by 
adjusting the size of the grid. In this work, the boundary is 
configured to be cells of empty state. 

5.2 Initial Configuration and CA Rules 

We simply assume that the amino acids of the primary 
sequence are located at (x=0) in the initial configuration of 
the CA, and we assume that the row located at (x=0) 
corresponds to the core of the folded protein. So assuming 
that water is surrounding the protein (as it is in nature) then 
polar amino acids will surround the hydrophobic core. 
This is the first rule: If it is a polar amino acid then it 
should surround the hydrophobic core and the hydrophobic 
amino acids stay in place. If the polar amino acid move in 
the direction from the core of the protein to the water 
environment, the sequence will move accordingly since the 
protein is a connected chain of amino acids.  
In other words, if the cell in the cellular automata is in state 
P, and P is going to move over the 2D grid, then all cells to 
the right are going to move in a cascade or a recursive 
manner. Assuming x on the vertical axis and y on the 
horizontal axis, and one cell is going to move, the 
following rules apply: 

1. If the state in the next cell to the right is (P) then 
it will move over both dimensions (x and y)  

2. If the cell to the right has an (H) state, it will 
move over the y axis only. If the position is 
occupied then the H state will move over (x and 
y), just as in the case of (P) state. 

Moreover, in the core of the protein, if there are an even 
number of spaces or empty cells between any two cells, a 
compactness rules applies. It is applied after all amino 
acids move to their new positions. 

6. Results 

This section presents some examples of the use of the 
simple rules. The examples are given as a graphical 
representation of the amino acids states. There are no 
moves in certain generations of the CA, so only 
generations that contain significant movements are 
presented. The hydrophobic amino acids are presented in 
black and polar amino acids are white. In Table 2, the 
sequences used in the examples are given. Those 
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sequences are part of the benchmark introduced in [39] and 
used by [40]. 

Table 2: Sequences used in the Examples. 
No. Sequence Length 

1 (HP)2PH(HP)2(PH)2HP(PH)2 20 

2 H2P2(HP2)6H2 24 
3 P2HP2(H2P4)3H2 25 

 
Figure 4 shows the first example of employing the simple 
rules, the sequence is of length 20. The first amino acid of 
the protein primary structure is hydrophobic then the state 
of the first cell in the cellular automata will stay the same 
and the movement will start from the second polar amino 
acid. The compactness rule is applied twice in this 
sequence as shown in Figure 4g. 
The second example is a sequence of length 24, this 
example does not require any compactness rules as shown 
in figure 5. The third example starts with a polar amino 
acid and contains 25 amino acids as given in Figure 6. 

7. Conclusion and Future Work 

This work studies the use of local rules in protein folding. 
A cellular automaton is proposed with controllers and 
compactness rules. The cellular automaton is two-
dimensional and the proteins presentation used is the well-
known HP simplified model.  
The rules keep the hydrophobic amino acids in the core of 
the protein and moves the polar amino acids from the core, 
then a compactness rule may apply, depending on the 
availability of even spaces between amino acids. 
Unlike work done in the field of protein modeling based on 
cellular automata, the model proposed does not need any 
searching algorithms nor does it depend on any special 
representation or evolutionary algorithms. The work can be 
enhanced with more local movement rules, which is left for 
future work. 
 

 

 

Fig. 4  Sequence Number 1 of Length 20 
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Fig. 5: Sequence Numb 

 
 
 

 

Fig. 6: Sequence Number 3 of Length 25 
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