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Summary 
Identifying the moving foreground object in dynamic scenes and 
making the analysis of video sequences accurate and powerful is 
an important process for video surveillance systems. 
Environmental factors such as environmental noises and sudden 
light changes are the main factors of the degradation of the 
background model. Complex algorithms are needed to create a 
strong background against these factors. In this study, We 
increased the noise immunity of the background model exposed 
to environmental noise by applying Markov random field (MRF) 
to block-based modified KDE (Kernel Density Estimation). We 
also reduced the storage space requirement with the KDE 
structure we created in blocks. Thus we have increased the 
applicability of this structure to a real-time structure. 
Key words: 
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1. Introduction 

Identify moving objects in video sequences are the basic 
tasks of vision applications. [1]. There are some basic 
algorithms for determining moving objects. These methods 
are background modeling, optical flow and frame 
difference methods. The frame difference method is a 
simple method that attempts to determine motion objects 
by taking differences of sequential video frames.[2] 
However, this method is quite open to environmental noise. 
This method is mostly used in vision systems as a 
complement to other structures [3], [4]. The optical flow 
method attempts to determine motion in video frames by 
providing dense displacement fields containing motion 
vectors for each pixel location of the reference scene [5]. 
Because this method involves intensive mathematical 
algorithms, it is not suitable for real-time structures with 
limited storage space. Various optimization techniques 
have been applied to implement this method in visual 
systems [6]. The most preferred method in video vision 
systems is background modeling. In this method, the 
background is created using various frames by using video 
frames [7]. It is decided whether the color or the values of 
the pixel’s intensity should be included in the model by 
using various updating methods. The main purpose of 
these  

 
methods is to try to determine effectively the moving 
object. 
 
It is difficult to create a suitable background model for 
detecting moving objects in video sequences containing 
sudden light changes, dynamic backgrounds, shadows and 
video noises. Methods such as mean filter and median 
filter, Eigen-background, Mixture of Gaussian (MOG) and 
kernel density estimation (KDE) have been proposed in the 
literature to overcome these situations [8], [9]. Wren et al 
[10], modeling the value of a pixel’s intensity as a 
Gaussian distribution, have proposed a parametric 
structure. This method is insufficient for scenes with 
dynamic background. Stauffer and Grimson proposed [11], 
[12] the Gaussian mixture model (GMM) to be able to 
cope with scenes in dynamic background. In order to 
overcome this disadvantage of parameter setting, online 
EM-based algorithms are proposed. Kim et al. [13] created 
a model structure by quantizing the pixel values in the 
codebook according to the frequency of pixel values in the 
video frames and extracting the pixel samples with reduced 
occurrence frequency in the model from the codebook. The 
disadvantage of this method is that it takes a long time to 
construct the model. To overcome the difficulty of 
determining the initial parameter value in parametric 
background models, Elgammal et al [14], suggested a 
nonparametric structure by using kernel density estimation 
(KDE). In this method, the background model is created by 
calculating the probability values of the pixels in the 
memory frames .To create the background model in this 
method, the number of frames in memory is a disadvantage. 
In this method, this disadvantage is solved by using 
recursive density estimation (RDE) methods. 
 
The results of the methods used for background subtraction 
proposed in the literature are insufficient due to only the 
background model. Depending on the environmental noise 
and the weakness of the background model, the model may 
contain too many false positives or false negatives. 
Generally, these problems are solved using filtering 
methods or various algorithms. The MRF model, which 
has an important place in the literature from these methods, 
is widely used for noise reduction labeling and 
optimization problems [16] [17]. We used the MRF 
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method to reduce false positives and false negatives in our 
work. 
 
In this study, we concentrated on two points; block-based 
generation of the background model and reduction of false 
positives and false negatives with model adaptation of the 
MRF. We used the background model proposed by Lee 
and Park [15] to create the background model.  We 
implemented Lee and Park’s pixel-based proposed model 
in nxm block structure in order to reduce the system 
memory space requirement and processing time. nxm 
blocks are created in non-overlapping structure by taking 
the average of the pixels. We also detected a more robust 
foreground object using the Markov random field 
technique to determine moving objects in scenes with 
dynamic backgrounds. 

2. Proposed Method 

Every object detection system needs a background 
subtraction algorithm. The stronger the background 
algorithm, the greater the achievement  in determining the 
moving object. Nonparametric model’s achievement of 
object detection is quite high because of the ability of 
handling multi-modal background distribution. Lee and 
Park [18] proposed pixel-based adaptive kernel density 
estimation by adapting nonparametric structure to 
histogram structure. 
Spatially, pixels closed to each other shows similar 
properties. By taking into account this feature, we have 
created the blocks in the frame as nxm non-overlapping 
blocks. So we performed block-based background 
adaptation to Lee and Park's [18] pixel-based histogram 
model. The following formula represents the probability 
value of  the pixel-based structure of Lee and Park [18] for 

a pixel. 
( )dp Ckt is defined as  

( ) ( )
( )

2
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2 / 22 / 2
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Here, dB  is the width of the bins of histograms created for 

the background model, 
d
tx is the color information of the 

pixel at time t, kC  is the central point of each bin in the 
histogram, k is the number of bins in the histogram and 

tG is the learning parameter and sigmoid function. d  
indicates the color of the pixels [18]. Here we have created 
the background model, using the gray level intensity value 
of each pixel, with a mean filter structure that does not 

contain too much computational cost. ( , )x yµ  can be 
defined as 

                   0 0

1( , ) ( , )
n m

x y
x y I x y

nxm
µ

= =

= ∑ ∑
                          (2) 

Here ( , )I x y  indicates the intensity value at the gray level 

of the pixel at ( , )x y ; n  and m indicate the block sizes. 

Thus, the value of tx in equation 1 turns into  ( , )x yµ  
value. 
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 In design, we implemented these blocks in 2x2 size.  

3. Adaptive Threshold Parameter  

Threshold parameter value is an important variable that 
determines the amount of noise included in the background 
model. If this parameter is a fixed number, it makes it 
difficult to determine moving objects in scenes with 
dynamic backgrounds. If the threshold parameter value is 
selected to a small value, the background model contains a 
lot of noise; if a larger value is selected, some values of the 
moving object are lost. In this study, in order to create the 
adaptive threshold parameter value, we based on the 
structure of the counters that Casares et al. [19] used to 
identify the foreground object. With this structure, we 
designed the threshold parameter value as a variable 
parameter. At the designed counter-based adaptive 
threshold parameter structure, there are three counters that 
increase the content of each pixel as foreground and 
background in different states. These counters perform 
counting up to a predefined number value. The counters 
are reset by sequence after a predetermined number of 
frames. Thus the adaptive threshold parameter value 
consists of the sum of the change counts of the counters for 
the past N frames. ( )τ x,y   is defined as 

( ) ( ) ( ) ( )1 2 3τ x, y CC x, y CC x, y CC x, y= + +          (4)  
 

Here, ( , )xCC x y  represents the number of state changes 
that each counter has. In this study, each counter holds 
the number of state changes for 25 frames. We adapted 
the threshold parameter value to the running average to 
avoid sudden state changes that would occur as a result 
of the reset of the counter values. See Eq.5 ; 

( ) ( ) ( ) ( )1, 1 , ,t t tx y x y x yτ α τ ατ−= − +              (5)   

 
The total value of the counters is created the threshold 
parameter value. By using three separate counters for the 
threshold parameter value, we can easily determine the 
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number of state changes of the pixel in past n  frames at t  
time. We used this parameter for both the variance value in 
the MRF structure and the background update value. 

4. Background Update 

Updating the background model is done with the following 
formula. Here, α is a constant parameter used to provide 
the fit of the model. All kC  values are not calculated while 
updating the model, the number of bins in the 
range ( 2)( )t kP C −  and ( 2)( )t kP C

+
 is updated only 

considering the bins in the range  ( 2)kC ±   [18]. ( )t kP C  can 
be defined as  

( ) ( )
( )( )

( ) 2

k t
t k t 1 k

2
dd
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α 10*τ x, y 2 B / 22π(B / 2
ˆ
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    
         

 (6) 

5. Markov Random Fields Used for Noise 
Reduction 

Markov random fields are at the forefront of methods still 
popular in past day-to-day image processing algorithms. In 
our work we used Markov random fields to reduce noise. 
While performing this method for our study, Dumontier et 
al [22] performed the simulation based on the workings of 
the study. 
In Markov fields, the first label field is created with the 
background model we created. There are two labels in the 
created S picture at time t. These; 

s

젨젨젨젨 젨 젨?
e

젨 젨 젨

a If s belongs to a moving object

b If s is a static background
=




              (7) 

Thus, observation field can defined as 
( ) ( , )ksO C t x yµ= −                               (8) 

( )kC t is the center value of the bin with the highest 
probability value of the background model at time t. 

( , )t x yµ  is the spatial mean values of nxm size blocks at 

time t.  Observation field is { },so O s S= ∈ . Label field 

is  ( )E t . 

 

Fig. 1 Clique structure. 

The most appropriate label value is found by applying 
iterated conditional modes which are the simplest, greedy 

algorithm to the  ( )E t  label field. 

5.1. Energy and Clique Function 

F  is used to sum the two energies. mF  is the energy of the 

label field. aF  is the energy of the label field with the 
observation field. Total energy is shown below. Equation 9, 

 
( , ) ( ) ( , )s s m s a s sF o e F e F o e= +               (9) 

( ) ( , )m s c s rc C
F e V e e

∈
= ∑  here c   represents the cliques 

in the positional neighbors. C   are all clicks. If we define 
the click potentials with the following equation; 
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β

β
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=

+ ≠





                (10) 

The relationship between the observation field and the 
label field is defined by the following equation. 

( )s sO e nγ= +                           (11) 
 

0
( ) s

s
k s

if e b
e

C if e a
γ

=
=  =

                  (12) 

 Here, n   is Gaussian noise with zero mean and variance 
2σ . kC  was evaluated as mean value. ( , )a s sF o e  If the 

energy function is defined by the following equation, 
equation 13, 

[ ]2

2

1
( , ) ( )

2a s s S s
s S

F o e O eγ
σ ∈

= −∑                (13) 

Calculation of 2σ variance value causes a computational 
cost on the system. Instead of this value, we used the value 
that we created for the threshold parameter. 

(1) (1) (0) (0)m a m aF F F F+ < +                   (14) 
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In the case of the above equation Label 1 is evaluated. 
Otherwise label 0. We arrange this formulation  

2 (1) (0) (1)m a aF F F< −                          (15) 
 
Equation 13, in the case of (0)aF   
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= ∑                         (16) 

In the case of Equation (1)aF ; 
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If we take the difference between the equations 16 and 17; 
equation 18, 
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(20)  

6. Experimental Results 

We tested the performance of our method by wallflower 
[20]. and Li [21]. datasets. These test data are 160x120 
and 160x128 sizes. We did the comparison between the 
method we proposed and the proposed + MRF. Thus, the 
MRF's noise reduction effect on the model is measured. No 
post processing was applied in performance measures.  
 
Peak signal-to-noise ratio (PSNR) measurements were 
used in the comparison of the [proposed method] and 
[Markov + proposed] method. PSNR usually gives 
information about the relationship between the two 
pictures. When the PSNR is calculated, the original picture 
is used as the first input and the method outputs as the 
second input. The size of this ratio gives information about 
the similarity or the quality of the two images. In this 
calculation, A represents original images, B represents the 
image obtained as the output of the method, x represents 
the width of the image, and y represents the height of the 
image. The MAX value in the PSNR calculation process 

represents the largest value the pixel can take. For 8 bits 
this value is 255.                                                       
 

2

1 1

( )yx
ij ij

i j

A B
MSE

xy= =

−
= ∑∑                 (21) 

 
2 )

( ) 10 log(
MAX

PSNR db
MSE

=               (22) 

 

 

Fig. 2 Proposed and proposed +MRF  the peak signal to noise ratio 
results for Li and wallflower data sets 

When we evaluate the results, the method we proposed is 
adapted to the MRF and the amount of noise is reduced. 
Thus, a more robust model was created in dynamic scenes. 
Experimental results figure 3; 



IJCSNS International Journal of Computer Science and Network Security, VOL.17 No.1, January 2017 

 

58 

 

 
St

ar
t F

ra
m

e 

     

Te
st

 F
ra

m
e 

     

G
ro

un
d 

Tr
ut

h 

     

Pr
op

os
ed

 

 

    

Pr
op

os
ed

 +
M

R
F 

     
 Camouflage Curtain Water Surface Fountain Waving Trees 

Fig.3 Experimental Results

7. Conclusions 

In this study, we proposed a block-based adaptive 
histogram-based structure by grouping pixels at the gray 
level to reduce the memory space requirement of the 
system and shorten the processing time required to process 
the pixels. We have adapted the Markov random fields to 
our model to reduce the amount of noise of the generated 
background model. We used the adaptive parameter value 
to update both the background model and the variance 
value of the Markov model. Thus we reduced the 
computational load. Test results show that by adapting the 
Markov method to the background model we have 
modified, the amount of noise in dynamic background 
scenes is significantly reduced. 
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