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Summary 
Multivariate time series is usually used in multimedia, finance, 

medical, gesture and speech recognition. MTS dataset consists of 

m row and n column. Thus, classification or clustering would 

have a large size or a high dimensional space. The purpose of 

feature selection is to reduce the dimensionality without 

removing any information from the original variable. This paper 

contributes by means of new feature selection method based on 

observation times on each of its feature or variable. The proposed 

filter method uses the resulting factor loadings analysis from 

principle component analysis (PCA). The idea is to select 

features based on the time of observation that have most 

influences on other observation. Only observation times with the 

highest loading factor value from each principal component are 

counted. This method is called Feature Selection based Loadings 

factor (FSBLF) while the GASVM is used as the wrapper 

method. Fewer observations are included to make the running 

time faster than when using all observations. This means that 

only the selected features and observation times are used to 

perceive grade prediction in testing data. Not all features and 

observation times are used, and the original (raw/unprocessed) 

data are used.  This method was compared between methods such 

as without feature selection (classification with SVM), GABayes, 

FSBLF, FSBLF_GABayes and FSBLF_GASVM. The proposed 

method has been tested to the CMU dataset and Wafer dataset. 

Results have shown the selection of a hybrid method 

FSBLF_GASVM has a few features with higher accuracy and 

only using the original data until the end of the feature selection 

process. 
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1. Introduction 

Feature selection has been used as a preprocessing 

technique before data mining process, such as 

classification or clustering, is performed. There are many 

potential benefits of variable and feature selection: 

facilitating data visualization and data understanding, 

reducing the measurement and storage requirements, 

reducing training and utilization times, defying the curse 

of dimensionality to improve prediction performance [1]. 

When the data have abundant features, it will be difficult 

to  identify and extract patterns or rules due to the high 

interdependence among individual features or the behavior 

of combined feature [2]. Feature selection tries  to take 

relevant features and reduce the amount of irrelevancy or 

redundancy [3].  

 

In general, feature selection algorithms can be categorized 

as[4]: filter, wrapper and embedded methods,. The filter 

method is an independent pre-processing step, 

independently of the classification. The goal is to find 

features that have qualities which may affect the outcome 

of the training without seeing the training mechanism 

selection . Essentially, irrelevant features are pre-filtered 

and then the generated feature subset is used for the 

training. Wrapper method uses machine learning as a black 

box to score subsets of features based on their predictive 

power[5,6].Wrapper method approach is often used in  

relation to learning or data mining algorithms, in contrast 

to the filter method and is part of the validation process. In 

the embedded method, feature selection in training process 

is usually more specifically used for learning machines. In 

this method, an explicit or implicit sub-algorithm feature 

selection is an integral part of a more general learning 

algorithm [7]. 

As we know, selecting features on MTS dataset is not easy. 

Each MTS represents an m x n matrix where m is the 

number of variables and n is the number of observations. 

The value of n is the number of observations in which 

t1,t2,...,tn represents time feature, while its variable is 

denoted as V1,V2,...,Vm. MTS uses the term variable to 

represent feature.. MTS data used in EEG [8,9], for Brain 

Computer Interface (BCI) are a representation of the 

channel used on the appliance [8,9,10]. Thus, in this 

research, feature, variable, and channel are used 

interchangeably. MTS dataset involves a lot of features 

and includes high-dimensional features. Some features on 

MTS data could be irrelevant and redundant due to the 

high number of features. It could reduce the accuracy of 

the classification. High-dimensional features also affect 

the pattern or image recognition system. In other words a 

lot of features reduce the accuracy of the result of 

recognition system classification which has the same non-

informative features [11,12]. This is why the feature 

selection becomes the background of this research, to 

determine the level of accuracy of each algorithm. By 

reducing the number of features, classification models will 

become simpler and easier to understand. 

 

In this research, feature selection is done through two main 

stages. The first stage uses filter method and the second 

stage  uses wrapper method. The wrapper method is 

computationally costly, and it produces a good 

performance [13,2,14,15,6]. High processing cost is 
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mitigated by the term hybrid to describe the combination 

of filter  and wrapper methods whose objective is to 

reduce the computation time and improve the accuracy of 

classification result [16,17]. For this reason, the research is 

also based on  hybrid filter wrapper. 

This feature selection process selects any subset of 

features on a single MTS dataset. To be able to perform 

the process, each MTS dataset is grouped according to 

their variables. This study selects a subset of observation 

of each variable with a filter method followed by the 

wrapper method. Furthermore, the study sees which 

features are selected based on the ranking. 

It is in contrast to the research [1,9] in which the feature 

subset selection techniques transform each MTS dataset 

into a single row and column called vectorization and use 

the Recursive Feature Elimination (RFE) on EEG dataset. 

Vectorization means to process data from multiple 

matrices into a single matrix. This research keep involves 

correlation through the principle components and the 

processes will be continued only by using the original data. 

This reasearch simply chose the most influential 

observation time in any channels or features. Each MTS 

Data Matrix is grouped according to their variables. In [9] 

have used the autoregressive model of order 3 for each 

channel without seeing the correlation between features, 

while [18] provides an overview of the preprocessing to 

transform an information data by looking at the correlation 

between variables.  

The first feature subset selection is based on the loadings 

on the principle forming component. This research takes 

the value loading on the formation of the main components 

without multiplying it by the original data. PCA technique 

is taken to separate features that are dependent on other 

features. Thus, only variables that are independent were 

taken to the next process that we call Feature Selection 

Based Loadings Factor (FSBLF). The loadings value is 

also used in research [18] which contributes to the 

Descriptive Common Principal Component (DCPC). 

However, this research uses the result of  DCPC for its 

vectorization, whose rows are its first PCs and columns 

representing variables. This is also true for [19] that forms 

its vectorization by multiplying the number of MTS by the 

minimum number of principal components and the number 

of original feature.  In contrast, this research only selects 

variables with the greatest loadings of each principle 

component. The idea is to separate groups of feature 

subset in which each feature subset group has a strong 

correlation with one another. This research only takes the 

highest loading values that are the result of the first feature 

selection process. Thus, the selection results of the first 

subset of features is not dependent on other features. The 

results of the first feature selection stage are used as the 

input into the second feature selection stage, which uses 

GA-SVM wrapper method to find out which variables are 

selected through the rankings. 

The remainder of this paper is organized as follows: In 

section 2, the related work is discussed. Section 3 provides 

our proposed method. Section 4 discusses the results and 

experiment. Conclusions are presented in Section 5. 

2. Related Works 

Feature subset selection methods such as Recursive 

Feature Elimination (RFE), Principle Component Analysis 

(PCA) and Support Vector Machine (SVM) are used to 

convert multiple dimensions of data into smaller 

dimensions. RFE in  utilizes a classifier into the feature 

selection procedure to select the best features that produce 

the best classification precision [18]. [20] also claims that 

SVM, as a channel selection method, is a wrapper 

approach which recursively eliminates the least 

contributing channels based on the classification accuracy 

from SVM classifier. PCA is more widely used in 

dimensional reduction, which is commonly performed in 

the preprocessing stage as used in pattern recognition and 

classification applications [9]. 

Feature selection proposed by [18] is a cluster of 

unsupervised method called CLeVer  (Descriptive 

Common principal Loading Component Based Variable 

Subset Selection Method) based on Common Principal 

Component Analysis method for FSS data from MTS. 

CLeVer is different from other FSS methods such as the 

Recursive Feature Elimination (RFE) and Fisher Criterion 

(FC) because these methods lose the information on the 

correlation between variables, while CLeVer does not lose 

information. This is because the CLeVer utilizes the 

properties of PCA techniques to maintain the correlation 

between variables. 

The research in  [21] uses CleVer as a comparison of the 

proposed methods, namely Class Separability Feature 

Selection (CSFS) for MTS feature selection by finding 

classseparation criteria. Feature selection algorithm 

(CSFS) selects features based on the score or class value 

and variable independently. MI or mutual information 

matrix between the variables is used as features for 

classification and is computed in every two variables. In 

general, MI uses criteria for feature selection [22]. MI is 

used for feature extraction because it can handle linear and 

non-linear data relation. Compared with CleVer, Corona 

and AGV, CSFS generally has  better performance in four 

EEG data sets used in the research [21]. 

In [15] uses the wrapper method with GA to reduce the 

computational cost to find the optimal set of weights on a 

38 dimensional feature set. The first GA phase is used to 

find the weight that minimizes speaker recognition 

validation error. The set of feature weight are calculated 

by averaging the optimal weight at 10 speaker subsets into 

two experiments. Then its feature selection is designed 

based on the feature ranking average . 
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Hybrid GA / SVM approach by [17] uses fuzzy logic to 

reduce the dimensions of the initial problem by 

eliminating the redundant genes. The next step selects 

genes with GA / SVM. GA is to find a subset of good 

genes, which are then evaluated by SVM. The dataset used 

is a dataset of patients with leukemia and colon cancer. 

3. Proposed Method 

This section will explain the proposed methods to be used 

for feature selection. As described earlier, the data MTS 

has m x n matrix dimensions. In this research, the 

classification process is simplified through feature 

selection in each time series observation. The goal of each 

time series observation is to find out the time that has 

strong influence on other features or variables. The impact 

will be proportional with the accuracy of the class 

prediction classification. The simplification of 

classification process through feature selection of hybrid 

method involves five processes that view correlations in 

each timeseries of the MTS data set.  

The first phase of the process is the separation of each time 

series group based on the feature or variable or channel 

(e.g EEG).  The separation of each time series group can 

be seen in Fig 1. For example, in the EEG data [23], some 

data of the patients have a time series of data from 

multiple channels (hereinafter referred as features or 

variables). The time series variable contains data of all 

patients.  

The second phase of the process is done through 

uniformity of data dimension of each observation time, 

and it only involves additional data with 0 value for data 

with smaller dimension. This is done in order that PCA 

formation requiring similar dimension can be initiated. 

This is a coincidence that dataset have different lengths of 

observation times. If the used dataset have similar lengths 

of observation times, this phase is unnecessary. 

In the third phase, feature selection process with the filter 

method is done by adopting PCA to see the loading value 

of any feature. PCA has been widely used for the analysis 

of multivariate data and dimension reduction [24]. The 

purpose of PCA is to find, select, and group the dominant 

variables affecting other variables so that the complex 

variables can be reduced without losing the information 

from the original variable. n variable will be reduced to a 

new variable m where m is smaller in number than n and 

eliminate the formed correlation [25]. PCA transforms 

variable x into a new variable y. The new variables are 

called the principal components. Generally, PCA steps 

start by calculating the average of each row in the variable 

and data matrices and reducing all values in each line with 

the average (Zero-mean).  

PCA is performed by applying Singular Value 

Decomposition (SVD) to either a   matrix or a correlation 

matrix of an input data matrix [19]. Let A be a mean-

centered MTS data of m× n dimensions and AAT be 

roughly its m× m sample covariance matrix. Then, SVD 

decomposes the real, symmetric matrix AAT is by Eq. (1): 

AAT = UΛUT              (1) 

where the columns of orthonormal matrix U are the m 

number of principal components and a diagonal matrix Λ 

has the corresponding variances along the diagonal [19]. 

Let the original variables be denoted by x1,x2,...,xm, then a 

principal component takes the form u = ∑ 𝑙𝑖𝑥𝑖
𝑚
𝑖  , where li (i 

= 1,2,...,m) are often called as the principal component 

loadings and can be defined as the contributions or 

weights of original features loaded on determining the 

principal directions [19].  

The formation of the principal components generate the 

loading value sequences of the greatest. Only original 

features loaded of the largest loading value of each 

principal component is taken. As a result, each matrix 

generates time observation that has been selected. We call 

it Feature Selection Based Loadings Factor (FSBLF). The 

loadings value is also used in Yoon et al. [18] which 

contributes to the Descriptive Common Principal 

Component (DCPC). The research used DCPC result for 

vectorization whose rows are its first p PCs and columns 

represent variables where p is number of PCs. Yoo et al. 

[19] established vektorization from number of MTS 

multiplied  minimum number of principal components and 

number of original feature. In contrast, this research only 

selects variables with the greatest loadings of each 

principle component. The idea is to separate the groups of 

feature subset that have high relevance or correlation. The 

result is an observation feature that is no longer dependent 

on other feature, which is then used for training set and 

testing set. 

The fourth phase of the process is wrapper method. The 

use of this method through GA-SVM is used to search for 

features of the selected times, and it has the highest 

accuracy for classification. GA is used to randomly select 

a feature which will be evaluated using the SVM. Genetic 

Algorithm - Support Vector Machine (GA-SVM) is one of 

the feature selection algorithms in the wrapper method 

category. Genetic algorithms belong to a class of 

population-based stochastic search algorithms that are 

inspired from principles of natural evolution known as 

evolutionary algorithms (EA)[26,25,27]. GA was designed 

to optimally solve sequential decision processes more than 

to perform function optimization but over the years, it has 

been used widely in both learning and optimization 

problems [25, 28]. GA has several stages that are: 

Encoding of chromosomes, initialization of the population, 

fitness function, selection of parents, crossover, mutation 

and population replacement, criteria restrictions. Genetic 

strings of very fit individuals are likely to influence the 
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strings contained in the next generation whereas the strings 

of individuals with lower fitness are not likely to do [8]. 

There are several steps in the GA-SVM application, which 

are: 

1. There are training and testing sets. 

2. In the training set, features are selected randomly 

using GA. 

3. The selected feature's accuracy is tested using SVM 

and data used is the testing set. 

4. The steps are repeated with certain restrictions to 

obtain the highest level of accuracy and selected 

features. 

GA intended for feature selection has different ways with 

those of GA for optimization. GA for feature selection has 

a purpose to select the features that will be used for the 

classification process with SVM. Thus chromosomes in 

GA are a set of selected and non-selected features. The 

population in one generation is a collection of some 

chromosomes that are comprised of selected or non-

selected features, which are then tested with SVM to 

determine the accuracy level. The process of SVM is in 

every GA interaction process in each generation.  

 

The fitness function of an individual is determined by 

evaluating the SVM. In this paper, we use one criterion 

fitness function containing accuracy for testing dataset as 

mentioned in Eq. (3): 

fitness (x) = accuracy(x)                    (3)  

Accuracy (x) is the accuracy of the SVM classifier trained 

using the feature subset of training data represented by x. 

 

Fig. 1. General overview of proposal approach. 

 

Fiq. 2. Feature Selection of FSBLF-GASVM Algorithm 

MTS dataset used in this research consisted of a training 

dataset and testing dataset. Therefore, we use testing 

dataset to test its accuracy by using SVM. In conclusion, 

we select or screen observation times for every variable or 

feature from dataset. The first screening involves filtering 

method by using FSBLF, and the second is done with GA-

SVM. Vectorization is done by feature or variable. This is 

a new method from the perspective of the utilized 

variable(s). The most important issue in this research is 

that it is uses the original data through the processes. The 

next question is then how to select the screened features or 

variables.  

 

This fifth phase is based on every variable or feature that 

has the highest classification accuracy with the shortest 

observation times that have been selected. Therefore, 

through the selection there will be a small number of 

variables with certain times and the highest accuracy. With 

this selection predicting grades in the testing data does not 

require all of the data (features and observation times). 

This means that if there are two selected variables or 

channels and each of the three observation times at t, only 

these features and observation times will be used to 

perceive the prediction grade in the testing data.  
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The general overview of this research can be seen in Fig 1. 

After selection of observation time, each subsequent 

variable make the selection of observation time with the 

wrapper method. The ranking of the selected feature is 

based on the results of the highest accuracy with the 

fewest selected feature subset. Fig. 2 shows the steps of 

feature selection of the FSBLF-GASVM algorithm and 

shows that each feature selection process still uses the 

original data for each variable. It is different with most 

researches, which transform variables into a column or a 

row with extraction data [19]. This research still uses the 

observed values selected for the final result. 

4. Performance Evaluation 

This study uses parameter to apply GA-SVM. The 

parameter can be seen in table 1. The selection strategy 

used in this study is Roulette Wheel [29]. We assess one 

point crossover and generational replacement. For the 

classification of SVM the researchers used kernel linear 

function. 

Table 1. Parameter of performance evaluation. 

GA Parameter Value 

Size of population 50 

Number of maximum generation 100 

Crossover rate 0.8 

Mutation rate 0.05 

4.1 CMU and Wafer Dataset 

CMU Motion Capture is used to see the performance of 

the proposed method [30]. MTS dataset is the data for the 

motion or gesture of a person (subject 16) based on 

command. This dataset has 2 classes. The commands or 

tasks are to predict whether the subject is walking or 

running. This dataset has information from 62 different 

combined positions recorded [31]. These positions 

represent data variable that can be denoted by V1, 

V2,...Vn. Some data features (variable) have the same 

value. These variables are variables 34 and 46. Both 

variables cannot be observed because it can not find the 

value of loading. In addition, there are several variables 

that cannot be observed because their values are too small 

(less than o). These variables are variables 25, 26, 37, 38. 

Therefore, these variables are not included in the research. 

 

Wafer dataset is discussed by Olszewski [32, 33]. The 

wafer database comprises a collection of time-series data 

sets where each file contains the sequence of 

measurements recorded by one vacuum-chamber sensor 

during the etch process applied to one silicon wafer during 

the manufacture of semiconductor microelectronics. Each 

wafer has an assigned classification of normal or abnormal. 

The abnormal wafers are representative of a range of 

problems commonly encountered during semiconductor 

manufacturing. Table 2 shows  summary  of dataset 

structure. 

Table 2. Dataset Structure 

Dataset 
# of 

variabels 
Length 

# of instances 

Training Testing 

CMU_S16_

MOCAP 
62 127-580 29 29 

Wafer 6 104-198 298 896 

4.2 Performance of CMU Dataset Classification. 

Datasets are grouped based on the variable. Each variable 

contains a collection of data subject and the time of 

observation. Thus, there will be 62 new matrices. Each 

matrix has 29 time series. CMU_Subject16 has  the length 

of time series between 127-580 so that each matrix has a 

dimension that ranges from 29x127 to 29x580. The 

difference of the time series length is unified with a value 

of 0 in return. After unifying the dimensional matrix, the 

next phase will produce 62 matrices. Each matrix has a 

dimension of 29x580. Each dimension is used as the data 

in this phase.  

 

The implementation of FSBLF is compared in several 

methods. The goal is to determine its effectiveness and 

performance. It is effective because the selected features 

are fewer and they have a high degree of accuracy. The 

first step is to see the value of accuracy without feature 

selection, but only with SVM classification. The second 

step it to use the wrapper - GABayes. It uses genetic 

algorithm as a method of searching and Naïve Bayes for 

evaluators and classification. The third step is to compare 

it with the hybrid filter wrapper (GASVM, GABayes). 

Especially for GABayes in this research using Weka app 

version 3.6.11. 

 

Fig. 3 shows a comparison of the accuracy with 5 different 

methods. FSBLF-GASVM has 3 variables with 100 

percent accuracy with at least two selected features. The 

first feature is the variable 3 at t93 and t235, the second 

feature is the variable 40 at t1 and t4. 

Judging from the stability graph, the variables selected 

from FSBLF_GASVM are more accurate than those from 

other methods. The accuracy of GABayes method is close 

to that of FSBLF_GASVM but the number of selected 

features is higher than that of FSBLF_GASVM. Thus, 

GABayes is less effective. The number of selected features 

can be seen in Fig. 4. 
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Fig. 3. Accuracy of five methods for CMU MOCAP S16.  

In Fig.4, the number of selected features are in hundreds. 

Therefore, the computational time is still high or it takes 

longer than hybrid filter wrapper method.  

 

Fig. 4. The number of selected time features obtained by using  only GA-
Bayes wrapper methods on CMU dataset. 

Fig.5 shows the number of variables or observation feature. 

Although the FSBLF_GABayes method has fewer selected 

time feature, but the accuracy values in Fig. 4 are still 

better than those of the FSBLF_GASVM method. 

FSBLF_GABayes has a slightly lower accuracy level 

compared with that of FSBLF_GASVM. If we only use 

FSBLF, the accuracy level is still much smaller than that 

of FSBLF_GASVM. In FSBLF_GASVM, two variables 

gain 100 percent accuracy. Each of these variables 

generates 2 selected observation time. These variables are 

variables 3 and 40. This happened to variables 3 at t93 and 

t235, variable 40 at t1 and t4. The variable 28 has seven 

observation time selection with 100 percent accuracy rate.  

 

The last phase is to see which features are selected. The 

details of ranking acquisition of each method can be seen 

in Fig. 6. From this figure, FSBLF_GASVM hybrid 

method obtains the maximum accuracy with the least 

amount of selected observation time. FS is the number of 

selected features of each method used on CMU data. Obs 

represent the number of selected observation time. 

FSBLF_GASVM method has fewer feature results with 

maximum accuracy. Thus the proposed method is more 

accurate than when using these other methods:  SVM 

classification without feature selection,  GABayes wrapper 

method only, FSBLF only (FSBLF results, classified by 

using SVM), a hybrid method of FSBLF_GABayes and 

FSBLF_GASVM. To find out more about FSBLF 

performance, see Fig. 7. 

 

Fig. 5. Number of observations selected from each variable on CMU 

dataset. 

In Fig. 7, the accuracy of FSBLF_GASVM is 100 percent 

higher than that of FSBLF. The value indicates a 

percentage of accuracy result of the first method to the 

second method. This means that each classification result 

of each variable in FSBLF_GASVM has higher  accuracy 

than those in FSBLF. The classification of 

FSBLF_GASVM is 90 percent greater than that without 

feature selection (SVM). This means that only 10 percent 

has lower accuracy. If FSBLF_GASVM is compared with 

FSBLF_GABayes, the accuracy rate of FSBLF_GASVM 

is higher by 77 percent. The proposed method 

(FSBLF_GASVM) has a better performance level than 

those of FSBLF_GABayes, SVM, GABayes and FSBLF. 

4.3 Performance of Wafer Dataset Classification 

The results of the proposed method are compared to those 

of some other methods. Those methods are classification 

without selection (direct classification with SVM), 

GABayes feature selection method, and filter wrapper 

method or hybrid FSBLF_GABayes and FSBLF_GASVM. 

Fig. 8 shows that the proposed method (FSBLF_GASVM) 

has a better accuracy rate than the four other methods. We 

use GA-SVM because studies [33] state that GASVM has 

better performance than PSOSVM. For comparison, we 

use GABayes which has the same genetic algorithm base. 

Accuracy results can be seen in Fig. 8.  

 

Fig. 6. Number of observation results and accuracy from four methods on 

the CMU dataset. 
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Fig. 7. The first and second comparisons of accuracy level from each 

method from CMU dataset. 

 

Fig. 8. Accuracy of five feature selection methods. 

Fig. 9 shows the amount of feature selection obtained from 

the five methods used. FSBLF-GASVM has a higher 

number of feature selection methods than that of 

FSBLF_GABayes, but FSBLF_GASVM still has a higher 

accuracy.  

 

The ranking features can be seen in Fig. 10. FS is the 

number of selected features of each method used on CMU 

data. Obs represent the number of selected observation 

time. This image shows the proposed method 

(FSBLF_GASVM) has a better accuracy rate than the 

other three methods. 

 

In Fig. 11, the method in the list of line is compared with 

the method in a vertical list or column. The value indicates 

a percentage of accuracy result of the first method to the 

second method. FSBLF_GASVM had a 100 percent 

higher performance than SVM, GABAyes, FSBLF, 

FSBLF_GABayes. Therefore, the performance of 

FSBLF_GASVM is better than the four other methods. 

 

Fig. 9. Number of observation results from the four methods on the wafer 

dataset. 

 

Fig. 10. Number of observation results and accuracy from four methods 
on the wafer dataset. 

 

Fig. 11.  The first method compared with the second method form Wafer 

dataset. 

5. Conclusion and Future Work 

This research still uses the original data without feature 

extraction. For each time series, the time observations take 

only the most influential and highest classification 

accuracy values. The results shows that the proposed 

method of feature selection (FSBLF) can be used for time 

series observation feature selection. FSBLF-GASVM has a 

better performance than the four other methods (SVM, 

GABayes, only FSBLF, FSBLF_GABayes). The results of 

the selected feature in the first stage are much fewer. 

Therefore, processing will be faster and more varied. 

Although GABayes wrapper method has better accuracy, 

the number of feature selection result is over a hundred. 

FSBLF-GASVM results on CMU data has 100 percent 

accuracy rate in  two-time observation in one variable. 

This happened to variables 3 at t93 and t235, variable 40 at 

t1 and t4 and variable 28 with seven time observation. This 

means that it is adequate that we choose one of the 

selected variables and its observation times to see the 

grade prediction in the testing data. It is unnecessary to use 

all of the data variables and observation times in training 

dataset. In addition, it is unnecessary either to process or to 

extract data from the raw (initial) data to see the grade 

prediction from the data of a new patient. 

 

The Wafer dataset on variable 1 has 6 selected observation 

time features and variable 3 has 9 selected observation 

time features . The result reaches the accuracy of 98.3 
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percent.  Therefore, to see the grade prediction only 

requires variable 1 with six observation times. 

 

A further research is needed to determine the performance 

of the classification of the proposed method by comparing 

it with other methods, especially with other soft computing 

wrapper methods. 
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